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 و )ANN(  عصبی مصنوعیبینی دو مدل رگرسیون هدانیک و شبکههدف اصلی این مطالعه مقایسه قدرت پیش
نتایج تخمین تابع قیمت . باشدشهر تبریز می انیک مسکن درکلانبینی قیمت هدمدل بهینه برای پیشیک تعیین 

عوامل فیزیکی بیشتر از . باشند دار بوده و دارای علامت مورد انتظار میاهدانیک بیانگر آن است که اکثر متغیرها معن
 های  ویژگی از بین،همچنین. دهندثیر قرار میأت قیمت واحدهای مسکونی را تحت) محیطی و دسترسی(عوامل مکانی

ثر بر قیمت ؤترین عوامل م ها و نمای ساختمان مهمفیزیکی، دارابودن سالن اجتماعات، دارا بودن استخر، تعداد اتاق
منظور مقایسه  به. باشدمی  مراکز آموزشیفاصله تا ،گذار بر قیمت نیز  مکانی اثرترین ویژگی مهم. ندهستمسکن 

براساس کلیه معیارها، مدل شبکه . گردید استفاده شده R2  وMSE ،RMSE، MAEبینی از معیارهای قدرت پیش
 ،همچنین. بینی قیمت هدانیک مسکن داشته استعصبی مصنوعی خطای کمتر و در نتیجه کارایی بیشتری در پیش

های رقیب مورد آزمون قرار گیرد از آزمون  بینی در مدل فرضیه برابری قدرت پیش  آماری نیزلحاظبرای اینکه از 
 که نتایج آزمون بیانگر آن است که روش شبکه عصبی  گردید استفاده شده(MGN) نیوبلد  -گرنجر-مرگان

  . باشدمصنوعی از لحاظ آماری نیز برتر از مدل هدانیک می
  

  .JEL: C45, D12, R29بندی  طبقه
 انتشار خطا،وریتم پسقیمت هدانیک، شبکه عصبی مصنوعی، شبکه عصبی پرسپترون چندلایه، الگ :کلیدی های هواژ

  .شهر تبریز کلان

                                                 
 3/12/1390:                               تاریخ پذیرش3/4/1390 :اریخ دریافتت *
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114  60های اقتصادی شماره  ها و سیاست فصلنامه پژوهش 

 مقدمه. 1
 در زندگی مردم نیاز به  آندلیل داشتن ابعاد مختلف و پیچیدگی آن و همچنین اهمیت بسزای مقوله مسکن به

ای، مصرفی و عنوان یک کالای ناهمگن، بادوام، غیرمنقول، سرمایه همسکن ب. دقت عمل و توجه فراوانی دارد
خود  گذاری ثابت ناخالص ملی را بهها و سرمایهنبی سهم زیادی از بودجه خانوارها، هزینهدارای پیامدهای جا

ها در ها سبب شده تا دولتهمین ویژگی. افزوده کشورها دارد اختصاص داده و نقش زیادی در اشتغال و ارزش
عات همگام با افزایش در عصر اطلا. ریزی نمایند بازار مسکن دخالت کرده و اقدام به سیاستگذاری و برنامه

های خود را بر مبنای نظریات و سلیقه افراد  کوشند تا برنامهریزان و سیاستگذاران میسطح آگاهی جامعه، برنامه
 شکوفایی های اجتماعیگیری از تحمیل هزینه با جلوبر دستیابی به رفاه عمومی ریزی کنند تا علاوه پایهجامعه

 ها و منافع افراد، توانند با پیوندزدن منافع حاصل از اجرای طرحریزان می  برنامه،دیگر عبارت به. آیدوجود اقتصادی به
ریزی شهری  های تولید مسکن و برنامه موفقیت اجرای سیاست. رشد و توسعه بیشتر جامعه را فراهم آورند

. اشدب  میهای خاص مسکن کنندگان و تمایلات آنها نسبت به ویژگیمستلزم شناخت دقیق ترجیحات مصرف
این . گیران برخوردار استریزان و تصمیم برای برنامهبسیاری تعیین و برآورد قیمت مسکن از اهمیت ،رو از این

ریزی و تواند در برنامهثیرگذار در ارزش را به خوبی منعکس نماید میأویژه اگر بتواند سهم عوامل تبرآورد به
 تابع متداولی که برای برآورد. ای مورد استفاده قرار گیردمنطقههای شهری و گیری در بسیاری از سیاستتصمیم

 و ناهمگنی مسکن. گیرد تابع هدانیک قیمت است عنوان یک کالای مرکب مورد استفاده قرار می قیمت مسکن به
هایش سبب شده است تا از چند دهه گذشته استفاده از تابع ثیرپذیری قیمت آن از خصوصیات و ویژگیأت

قیمت هدانیک معیاری است که میزان و اهمیت ترکیب این . شود رای برآورد قیمت مسکن رایجهدانیک ب
  .دهدها را برای متقاضیان خدمات مسکن مورد ارزیابی قرار میویژگی

 مسکن. شود عنوان کالایی با خواص دوگانه معرفی می ازسوی دیگر، در ادبیات اقتصادی همواره مسکن به
ارزش مصرفی است ازمنظر یک دارایی نیز آحاد اقتصادی را به حضور در بازار ترغیب بر آنکه دارای  علاوه
گذاران، ارزیابان، ممیزین مالیاتی و سایر ها، سرمایهبینی دقیق قیمت مسکن برای صاحبان خانه لذا پیش،کندمی

بینی قیمت  مدل پیشبنابراین، وجود یک. های غیرمنقول حائز اهمیت استکنندگان در بازار دارایی مشارکت
  . شودموجب پرشدن خلاء اطلاعاتی موجود و به تبع آن بهبود کارایی بازار دارایی می

 و )ANN(  عصبی مصنوعیبینی دو مدل رگرسیون هدانیک و شبکههدف اصلی این مطالعه مقایسه قدرت پیش
  به برآورد،در این راستا. باشدبریز میبینی قیمت هدانیک مسکن در کلانشهر تبینی بهینه برای پیشتعیین مدل پیش

ثر بر قیمت هدانیک مسکن در ؤمدل هدانیک قیمت مسکن در شهر تبریز پرداخته و ضمن بررسی عوامل م
  .گیردبینی دو مدل مورد مقایسه قرار میکلانشهر تبریز قدرت پیش
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  مبانی نظری. 2
  مبانی نظری مدل قیمت هدانیک. 2-1

های رویارویی با  های هدانیک و تکنیک نقش مهمی در معرفی مدل) 1971(و ) 1961(مقالات گریلیچس 
عنوان اولین  به) 1939(گریلیچس در مقالات خود به مقاله کورت. اندناهمگنی و چندبعدی بودن کالاها داشته

ها و  ین تکنیکمقاله پیشگام در ارائه روش هدانیک اشاره کرده و این مقاله را اولین مطالعه در مورد استفاده از ا
ن وجود، با ای.  استبکاربردن واژه هدانیک در تجزیه و تحلیل قیمت کالاهای ناهمگن یا چند بعدی دانسته

کننده قیمت  کیفیت به عنوان تعیین" عنوان تحتای در مقاله) 1929(یک دهه قبل از انتشار مقاله کورت، وا 
های قابل مشاهده توصیف و قیمت ضمنی هریک از این  ، کیفیت را با استفاده از تعدادی از ویژگی"سبزیجات
ای است که در آن به تخمین تابعی که  مطالعهنخستینتردید این مطالعه بی. ده استنموها را برآورد  ویژگی

 ). 1999، دشپار (شود، پرداخته شده استاکنون تابع قیمت هدانیک نامیده می

های هدانیکی که مبتنی بر تئوری اقتصاد خرد  زطریق مدلدر مطالعات بازار مسکن، قیمت مسکن عمدتاً ا
در الگوی قیمت هدانیک یک کالا دارای چند بعد  ).2009سلیم،  (1گیردباشد مورد تجزیه و تحلیل قرار میمی

 مسکن نیز از چنین ویژگی برخوردار است یعنی واحد مسکونی مانند یک کالای مرکب شامل زیرا ،است
باشد، بکارگیری الگوی قیمت هدانیک در بازار مسکن مناسب است وناکون میهای گسبدی از ویژگی

کننده تمایل به  شود که قیمت مسکن منعکس در مطالعات هدانیک فرض می).1387ابونوری و همکاران، (
عوامل محیطی و (منظور دستیابی به امکانات رفاهی مورد نیاز داخل و خارج از مسکن  پرداخت ساکنین آن به

 اختلاف دلیل ها در قیمت املاک به شودکه تفاوت در این روش فرض می، دیگرعبارت به. باشدمی) رسیدست
براین اساس، قیمت مسکن نشانگر حداکثر پولی است که مردم تمایل دارند برای . خصوصیات مسکن است

ه امکانات و کیفیت بهتر محیط، میزان خاصی از امکانات داخلی و وضعیت ساختمان و میزان دسترسی ب
 ).1383اکبری و همکاران، ( خدمات شهری بپردازند

هایی که بر قیمت مسکن اثر  ها و ویژگی ابتدا برای برآورد تابع قیمت هدانیک مسکن فهرستی از شاخص
آوری شده تابع قیمت هدانیک مسکن برای ناحیه موردنظر  به کمک اطلاعات جمع. شود گذارند تهیه میمی

لازم به ذکر است که قیمت واحد مسکونی همان قیمت ). 1383اکبری و همکاران، (باشد قابل برآورد می
nz,...,2z,1(zz(اگر . باشد تعادلی حاصل از تقاطع عرضه و تقاضای بازار می های مسکن و   بردار ویژگی=

P(z)توان نوشتت زیر میصور  تابع قیمت هدانیک مسکن باشد، تابع مطلوبیت خانوار را به.  
                                                 

 رگیرد و ازجنبه کلان اقتصادی به بازا های هدانیک قیمت مسکن جنبه اقتصاد خرد بازار مسکن را درنظر می در واقع مدل. 1
  .باشندها مطرح نمی نگرد، لذا متغیرهایی چون نرخ بهره و زمان در این مدل مسکن می
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z)U(x,U = )1                                                                                                                              (  
  

ت یخانوار مطلوب. دشویمت واحد فرض می قیر از مسکن و دارای مرکب غی کالاx ،نجایدر ا
  .کندیر حداکثر میخود را باتوجه به خط بودجه ز

xP(z)Y += )2                                                                                                                            (  

  .باشدیر میصورت ز  بهی خانوار نوعیساز نهیله بهأمس

P(z)]xλ[Y)nz,...,2z,1zU(x,L

xP(z)Y:St

z)U(x,U:MAX

−−+=

+=

=

 
  

  .توان نوشتیط مرتبه اول میبا توجه به شرا

xu
izu

iPz
iz

P(z)
==

∂

∂

 
 

 

izu :ازی ناشییت نهایمطلوب iین مشخصه واحد مسکونیام  

xu :ر کالاها ی از مصرف سای ناشییت نهایمطلوب  

iPz :ی به پرداخت براییل نهایم iین مشخصه واحد مسکونیام   
 از برآورد تابع ی واحد مسکونیهاک از مشخصهی هری ضمنیها متی برآورد قین برایبنابرا

  :نمودتوان استفاده یشود میف میر تعری زصورت ک مسکن که بهیمت هدانیق
  

)nz,...,2z,1f(zP(z) =                                                                                               ) 5(  
  

 و در مرحله دوم با هااحد مسکونی بر روی کلیه مشخصه در مرحله اول بوسیله برازش قیمت وبنابراین،
  شوندکهاستخراج می) ایهای سایهقیمت(های ضمنی شده قیمت گیری از تابع قیمت هدانیک برازش مشتق

  .باشندهای واحد مسکونی می در واقع برآوری از میل نهایی خانوارها به پرداخت برای هریک از مشخصه
  
  های عصبی مصنوعیمبانی نظری شبکه. 2-2
  معرفی اجمالی. 2-2-1

کنند و توانایی آنها  د می هستند که نحوه عملکرد مغز انسان را تقلیهای ریاضی مدل های عصبی مصنوعیشبکه
 .های مشاهده شده بدون نیاز به داشتن مفروضاتی در مورد روابط بین متغیرها استدر استخراج الگوها در داده

)3(

)4(
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 کوچکترین واحد پردازشگر اطلاعات است و اساس عملکرد شبکه عصبی را 1های عصبی، نروندر شبکه
 :شکل زیر است  ورودی بهمدل یک شبکه عصبی تک نرون با چند. دهدتشکیل می

  

  
  

   
  
  
  

  
   ورودیKمدل یک نرون با . 1شکل

  
  
  

   ورودیKمدل یک نرون با . 1شکل
  
  

.  عنصر استK یک بردار ورودی با Xدهد که در آن  ورودی را نشان میKیک نرون با ) 1(شکل 
Wهستند که میزان تاثیر 2)سیناپسی(های پیوندگاهی وزن X  دهدخروجی را نشان میبر .b ثابت  یک مقدار

 خروجی  نیزy. کند را به خروجی تبدیل میzی خالص  است که ورود4 تابع فعالسازیf است و 3یا مقدار بایاس
  :روابط بین متغیرهای ذکر شده به این ترتیب است. شبکه است

 

b)f(WXy,bX.Wbkwkxz
K

1k
+=+=+∑=

=

rr )6(                                                           
   

ای که مسئله( تابع فعالسازی بر اساس نیاز خاص حل یک مسئله. تواند خطی یا غیرخطی باشدمی fتابع 
بینی  های پیش دو تابع فعالسازی متداول برای مدل. شودانتخاب می) شود قرار است به وسیله شبکه عصبی حل

                                                 
1. Neuron 
2. Synaptic Weight 
3. Bias 
4. Activation Function 
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  عصبیهای عصبی، شبکهترین شبکهیکی از متداولترین و پرکاربرد. باشند می2لوجستیک  و1توابع تانژانت هذلولی
  .انتشار خطا است با الگوریتم پس پرسپترون چند لایه

  
  MLP(3(شبکه عصبی پرسپترون چندلایه . 2-2-3

و  4(SLP)لایه  تک پرسپترون هایو بصورت باشدمی شبکه عصبی پرسپترون عصبی، هایشبکه انواع از یکی
 .شود می بندی طبقه پیشخور عصبی هایشبکه جزء پرسپترون عصبی شبکه. هستند لایه موجود چند پرسپترون
 که است لازم ترپیچیده مسائل برای و کند بندی دسته را خطی مجزای مسائل تواندمی تنها لایه تک پرسپترون

 هایلایه بیشتری تعداد و یا یک لایه از چند پرسپترون های عصبیشبکه. کنیم استفاده لایه بیشتری تعداد از
از محاسبات، بعد های بهنجارکننده نرمالیزه شده و  های ورودی به وسیله ضریبسیگنال .اندشده تشکیل یمیان

  .شوند به صورت اتفاقی درنظرگرفته مینیز ها  وزنهمقادیر اولی .شودخروجی به مقدار واقعی برگردانده می
 شبکه ابتدا هر نرون در لایه مخفیدر این . دهد یک شبکه عصبی پرسپترون چندلایه را نمایش می) 2(شکل  

 صورت تصادفی پارامترهایی که مقادیر اولیه آنها به(های ارتباطی  مجموع حاصلضرب اطلاعات ورودی و وزن
 .فرستد کند و سپس این حاصل را با استفاده از یک تابع فعالسازی به نرون لایه بعد می را محاسبه می) شود تعیین می

 چنانچه مقدار خطا از خطای. شود ها مقایسه و میزان خطا محاسبه میی با مقادیر واقعی آنبه شده خروجمقادیر محاس
 مطلوب که از قبل در نظرگرفته شده متفاوت باشد به عقب بازگشته و با تغییر ضرایب ارتباطی و تکرار مراحل قبلی

  :)1388طیبی و همکاران، (صورت ذیل است  فرم کلی این مدل به. شود های جدیدی محاسبه می  خروجیمجدداً

]]kXkmγf[mβ0h[βy
M

1m

K

1k
∑ ∑+=
= =

)7      (                                                                                  
 جمله 0β، ی ورودیها تعداد نرونK، یه مخفی لایها تعداد نرونM،که در رابطه فوق 

ن ی بی ارتباطیها وزنkmγ،ی مخفیها و نرونی خروجیهان نرونی بی ارتباطیها وزنmβتورش، 
 یه خروجی لایاز تابع فعالسh و یه مخفی لای تابع فعالسازf، ی ورودیها و نرونی مخفیهانرون

  .باشدی میشبکه عصب

                                                 

1. Hyperbulic Tangent(Than): zeze

zeze
f(z) −+

−−
=  

2. Sigmoid: ze1

1
f(z) −+

=  

3. Multi-Layer Perception 
4. Single - Lager Perception 
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  توپولوژی شبکه عصبی پرسپترون چندلایه. 2شکل 

  
 مسلماً. های شبکه عصبی در برابر ورودی به شبکه است العمل خروجی لایه خروجی نتیجه نهایی عکس 

  پس انتشاراین شبکه بر مبنای الگوریتم.  شبکه با خروجی واقعی یکسان نخواهد بودازطریقشده  خروجی تولید
ها  شوند و وزن های دلخواه مقایسه می های واقعی با خروجی ترتیب که خروجی  بدین.بیند خطا آموزش می

  برای تکرار.دگردند تا الگوی مناسب بوجود آیصورت تحت نظارت تنظیم می  الگوریتم پس انتشار بههوسیل به
nعبارت دیگر، در به( امnخروجی شبکه ههای لای، مربع خطای خروجی برای تمام نرون)امین دوره آموزش 

  :شوداز رابطه زیر محاسبه می

 2(n))jy(n)j(d
2

1
E(n)

Cj
−∑=

∈
)8   (                                                                                           

 خروجی واقعی برای jy(n)امین نرون در لایه خروجی و j خروجی دلخواه برای jd(n) ،که در آن 
j امین نرون در لایه خروجی وCخطای کل. های لایه خروجی است  مجموعه تمام نرونE برای N تکرار
  :صورت زیر است هب

∑=
=

N

1n
E(n)

N

1
E )9(                                                                                                                        

  معادله. گردندمم به روش گرادیان نزولی تنظیم می به مقدار مینیEها با هدف کاهش تابع هزینه وزن 
 :صورت زیر است هها ب به روز درآوردن وزن

(n)jiw

E(n)
η1)(njiα∆w1)(njiw(n)jiw
∂

∂
−−+−= )10  (                                                        
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njiw)(1 وزن جدید و :jiw(n)، 2یا ضریب لحظه:α، 1 ضریب یادگیری:η ،که در آن   وزن :−
درآورده  ها به طور مکرر برای تمام الگوهای یادگیری به روز  در این روش وزن،همچنین. باشدقبلی می

شود یا  شده کمتر  تعیینه، از مقدار آستانEشود که مجموع کل خطا،  متوقف میزمانیروند یادگیری . شوند می
لازم به ذکر است که روش تعلیم مذکور، روش تعلیم . )1999یکین، اه( تعداد کل دوره تعلیم به پایان برسد

های محلی را نسبت به روش پس انتشار  باشد و احتمال همگرایی در مینیمم  می3ای پس انتشار خطا با ترم لحظه
   .دهدخطا کاهش می

 
   انجام شدهمروری بر مطالعات. 3
  مطالعات تجربی در زمینه مدل قیمت هدانیک . 3-1

هانگزو  ثیرگذار بر قیمت مسکن در شهرأای به بررسی عوامل مختلف تدر مطالعه) 2005(هایزن و همکاران 
   ویژگی از14نتایج این مطالعه حاکی از آن است که . اندچین با استفاده از تابع قیمت هدانیک پرداخته

  متغیر با توجه به14ورد بررسی اثر معناداری بر قیمت مسکن در شهر مورد مطالعه داشته است که این  ویژگی م18
 دسته اول شامل متغیر سطح زیربنا و دسته دوم شامل متغیر .اندبندی شده  گروه طبقه5درجه اثرگذاری آنها در 

 .اندی شدهبند  گروه بعدی دسته3 متغیر دیگر در 12باشد و فاصله تا دریاچه می

در مطالعه خود به تخمین قیمت مسکن در سه بخش از جنوب کالیفرنیا با استفاده از مدل ) 2003(لاریس  
های مسکن، متغیر روند، متغیر در این مطالعه علاوه بر متغیرهای مربوط به ویژگی. قیمت هدانیک پرداخته است

نتایج این مطالعه حکایت . اند نیز وارد تحلیل شدهمجازی فصلی و مهمتر از همه متغیر مربوط به شاخص موقعیت
 آنجلس،بینی را در سه بخش لوساز آن دارد که وارد کردن متغیرهای یاد شده در مدل، میانگین مطلق خطای پیش

 درصد5/18 و از درصد8/11به  درصد6/15، از درصد8/14به  درصد27ترتیب از  هدیاگو باورنج کانتی و سان
  .هش داده است کادرصد2/13به 

در مطالعه خود تاثیر عوامل مکانی، فیزیکی و عوامل خارجی را بر قیمت ) 2003(دوکمیکی و همکاران 
ها، نتایج این مطالعه حکایت از آن دارد که تعداد اتاق. اندمسکن در شهر استانبول ترکیه مورد بررسی قرار داده

 داری بر قیمت مسکن در شهر مورد مطالعهایر مثبت و معنثأبودن سند ملی ت ویژگی فیزیکی واحد مسکونی و دارا
ثیر بودن متغیرهای قدمت و نوع واحدمسکونی بر قیمت أتتوان به بیهای این مطالعه میاز دیگر یافته. دارد

                                                 
1. Learning-Rate parameter 
2. Momentum Constant 
3. Back-Propagation Algorithm with Momentum 
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 تنها متغیر نزدیکی به فضای سبز دارای اثر  از میان عوامل خارجی مورد بررسی،همچنین. مسکن اشاره کرد
  .داری بر قیمت مسکن بوده استامثبت و معن

بها در شهرهای  در مطالعه خود به برآورد تابع قیمت هدانیک اجاره) 1387(نژاد و صیامی ابونوری، تقی
های فیزیکی، مکانی و بهای هر واحد مسکونی تابعی از ویژگی در این مطالعه، اجاره. اندتبریز و اردبیل پرداخته

مطالعه حکایت از آن دارد که عوامل فیزیکی بیشتر از سایر عوامل بر نتایج این . محیطی فرض شده است
 ،همچنین. ثیر دارد و آثار این عوامل بر واحدهای ویلایی و آپارتمانی متفاوت استأبهای مسکن ت اجاره

 بها در هر دو شهر تبریز و اردبیل مربوط به متغیر زیربنای واحد دهندگی تغییرات اجاره بیشترین قدرت توضیح
  .باشدمسکونی می

های فیزیکی و محیطی را بر قیمت واحدهای  خود اثر ویژگیدر مطالعه) 1385(زراءنژاد و انواری
نتایج . اند مورد بررسی قرار دادهGLSو روش تخمین ) پنل(های ترکیبیمسکونی شهر اهواز با استفاده از داده

 مسکونی عوامل رفاهی و فیزیکی بیش از سایر این مطالعه حاکی از آن است که از نظر متقاضیان واحدهای
  .ثر بوده استؤعوامل بر قیمت واحد مسکونی م

ثر بر قیمت واحدهای مسکونی شهر تهران ؤای به شناسایی عوامل م در مطالعه) 1384(عباسلو و سینا 
های آن  ژگیعنوان کالایی ناهمگن و چند بعدی درنظرگرفته شده و وی در این مطالعه مسکن به. اندپرداخته

و ) اعیان(د که مساحت زیربنا ندهنتایج  نشان می. اندکننده قیمت درنظرگرفته شده عنوان عامل اصلی تعیین به
  .ثیر را بر قیمت واحد مسکونی دارندأبیشترین ت) عرصه(مساحت زمین 

مل موثر بر در مطالعه خود با استفاده از روش قیمت هدانیک به بررسی و تعیین عوا) 1384(اسفندیاری 
های سری در این مطالعه جهت تخمین الگو از ادغام داده. قیمت واحدهای مسکونی شهر اصفهان پرداخته است

نتایج این مطالعه حاکی از آن است که در کلیه واحدهای مسکونی شهر . زمانی و مقطعی استفاده  شده است
  . دهدثیر قرار میأکونی را تحت تاصفهان عوامل فیزیکی بیشتر از عوامل مکانی قیمت واحدهای مس

 ثر بر اجاره مسکن در مناطق شهری ایرانؤای که با هدف تعیین عوامل مدر مطالعه) 1381(عسگری و قادری
 کاکس و لگاریتمی دوبل-های مختلفی چون خطی، نیمه لگاریتمی، باکس تدوین شده است، با استفاده از مدل

دلیل عدم وجود  هدر این مطالعه ب. اندرا مورد بررسی قرار دادهثیرگذار بر اجاره مسکن أعوامل مختلف ت
 های فیزیکی واحدهای از ویژگیتنهاهای دسترسی، بخش عمومی، محیطی و محلی اطلاعات مربوط به ویژگی

اسکلت فلزی نتایج این مطالعه حکایت از آن دارد که . عنوان متغیرهای مستقل استفاده شده است همسکونی ب
 عوامل مهم آرمه بودن اسکلت، کولر داشتن و گاز داشتن واحد مسکونی، سیستم حرارت مرکزی، بتونبودن بنا
 .باشندکننده قیمت مسکن میتعیین
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در مطالعه خود با استفاده از روش قیمت هدانیک به بررسی طرف ) 1364(عابدین درکوش و معصومیان 
. اندر بر قیمت واحدهای مسکونی شهر تهران پرداختهثؤتقاضای مسکن شهری و تعیین اهمیت هریک از عوامل م

کننده قیمت مسکن در شهر تهران بسته به نوع واحدهای مسکونی  که متغیرهای تعیین نتایج حاکی از آن است
  .ر قیمت واحدهای مسکونی دارندب متفاوتی آثارمتفاوتند، ضمن آنکه این متغیرها در مناطق مختلف شهر تهران نیز 

 
  های عصبی مصنوعی عات تجربی در زمینه شبکهمطال. 3-2

بینی قیمت  در پیش) 1988(های عصبی در اقتصاد و اقتصاد سنجی توسط وایت یکی از اولین کاربردهای شبکه
بینی، آزمون فرضیه کارایی بازار  جای پیش هاصلی این مطالعه ب البته هدف.  مطرح گردیدIBMشرکت  سهام
سازی استفاده شده در اقتصادسنجی بهتر از  های حداقل نشان داد که الگوریتم عهمطال هر چند نتایج این. بود

محققین   بدلیل ساده بودن شبکه مورد استفاده نتایج این مطالعه توسطاماشبکه عصبی هستند،  های الگوریتم
کاربرد  نه مطالعات متعددی در زمیس از وایتپ ).1999هربریچ و همکاران، ( مختلف مورد مجادله قرار گرفت

 از این بینی شبکه عصبی مصنوعی در اقتصاد با موفقیت صورت پذیرفت که در اکثر این مطالعات در بحث پیش
های عصبی مصنوعی بینی قیمت هدانیک مسکن با استفاده از شبکهدر زمینه پیش.  شده استروش بهره گرفته

  .شودالعات اشاره میمطالعات چندی انجام شده است که در ادامه به برخی از این مط
کننده قیمت مسکن در ترکیه به تفکیک مناطق شهری و  ای عوامل تعییندر مطالعه )2009(حسن سلیم 

کشی،  نتایج مدل هدانیک حاکی از آن است که داشتن آب لوله. روستایی را مورد بررسی قرار داده است
و نوع اسکلت ) شهری یا روستایی(مکانیها، سطح زیربنا، ویژگی  استخر، نوع واحد مسکونی، تعداد اتاق

مدل بینی در این مطالعه همچنین با مقایسه قدرت پیشهمچنین، . ثیر را برقیمت مسکن دارندأساختمان بیشترین ت
 )ANN(  نشان داده شده است که شبکه عصبی مصنوعی)ANN( قیمت هدانیک و شبکه عصبی مصنوعی

  .رکیه داشته استبینی قیمت مسکن در تعملکرد بهتری در پیش
 از واحدهای  مسکونی 46467ای به حجم در مطالعه خود با بکارگیری نمونه) 2009(و فلانگان  پترسون

های هدانیک خطی و  در ویک کانتی، شمال کالیفرنیا به مقایسه مدل) 1999-2005(معامله شده طی دوره 
 از آن است که مدل شبکه عصبی نتایج این مطالعه حاکی.  پرداختند)ANN( های عصبی مصنوعیشبکه

بینی  کند و دقت پیشکمتری تولید می بینیمصنوعی نسبت به مدل هدانیک خطی به طور معناداری خطای پیش
 ANNشود که چون تخمین پارامترها در روش  در این مطالعه بیان می،همچنین. ای بالایی داردخارج از نمونه

های قیمت هدانیک که از تعداد   در مدلANN لذا استفاده از روش به رتبه ماتریس رگرسورها بستگی ندارد،
 .رسدنظر می کنند مناسب بهزیادی متغیر مجازی استفاده می
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بینی مدل هدانیک و شبکه ای به مقایسه قدرت پیشدر مطالعه) 2004(چای و دیگران سومبونلیم
 های  از خانه200ای به حجم العه نمونهدر این مط. اندبینی قیمت مسکن پرداخته عصبی مصنوعی در پیش

نتایج تجربی حاکی از آن است که . چرچ نیوزیلند بصورت تصادفی انتخاب شده استمنطقه کریس
بینی قیمت مسکن داشته است  هدانیک در پیششبکه عصبی مصنوعی عملکرد بهتری نسبت به مدل قیمت

همسانی واریانس در رابطه غیرخطی موجود بین تواند به دلیل وجود ناکه عملکرد ضعیف مدل هدانیک می
 . های مسکن و قیمت مسکن باشدویژگی

ای در داخل های عصبی مصنوعی مطالعهبینی قیمت هدانیک مسکن با استفاده از شبکهدر زمینه پیش
ت بینی متغیرهای اقتصادی مطالعا های عصبی مصنوعی در پیش  اما در زمینه کاربرد شبکه،صورت نگرفته است

  . شودچندی صورت گرفته است که در ادامه به تعدادی از آنها اشاره می
و  های عصبی مصنوعی بینی قیمت شیر با استفاده از شبکه در مطالعه خود به پیش) 1379(قاسمی و همکاران 

 ARIMA  درصد کمتر از مدل22 تا 9 پرداخته و دریافتندکه خطای پیش بینی مدل شبکه عصبی ARIMAمدل 

  . است
های   از مدل)1338 - 1377(های  های سال بینی تورم در ایران براساس داده با هدف پیش) 1380(مشیری 

نتایج این مطالعه حکایت از . های عصبی مصنوعی استفاده کرد های سری زمانی و شبکه ساختاری تورم، مدل
 . عملکرد بهتری دارندها بینی تورم نسبت به سایر مدل های عصبی در زمینه پیش آن دارد که شبکه

بینی  منظور پیش یی مدل شبکه عصبی را با یک مدل رگرسیون خطی بهاکار) 1381(قدیمی و مشیری 
طور معناداری  نتایج مطالعه حاکی از آن است که شبکه عصبی به. اند نرخ رشد اقتصادی در ایران مقایسه نموده

  .دهد  ارائه میتری در مقایسه با مدل رگرسیون خطی های دقیق بینی پیش
بینی میزان صادرات پسته ایران با استفاده از مدل  ای اقدام به پیش در مطالعه)1385(کاران نجفی و هم

نتایج این مطالعه .  کردند)1304 - 1382 (های های سال  بر اساس دادهARIMAشبکه عصبی مصنوعی و مدل 
 در  عملکرد بهتریARIMAهای عصبی و مدل  بکهنشانگر این است که شبکه عصبی پیشخور در مقایسه با سایر ش

  .بینی میزان صادرات پسته در ایران دارد پیش
های خود توضیح جمعی میانگین  در مطالعه خود به مقایسه دو روش مدل) 1386(نیا و همکاران فرجام

یل بینی قیمت روزانه نفت در دوره آور  برای پیش)ANN( های عصبی مصنوعی  و شبکه)ARIMA(متحرک 
های عصبی   بر این، در این پژوهش پس از مدلسازی به وسیله شبکهعلاوه. اند  پرداخته2005 تا ژوئن 1983

. منظور تشخیص سهم مشارکت هر پارامتر ورودی از تجزیه و تحلیل حساسیت استفاده شده است مصنوعی به
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بینی   در پیشARIMA مدل های عصبی مصنوعی نسبت به دهنده برتری مدل شبکه نتایج به دست آمده نشان
  .باشدقیمت روزانه نفت می

  
  ها و معرفی متغیرهاآوری دادهروش جمع. 4

برای مواجه نشدن با . باشددر این مطالعه، جامعه آماری شامل کلیه واحدهای مسکونی آپارتمانی شهر تبریز می
از  .شود  کمتر از یک سال محدود شده است که دوره زمانی به تلاش ها مشکل تورش ناشی از نوسان شدید قیمت

 در 1389ماهه اول سال  6 و به شکل مقطعی در 1های اولیهصورت داده ههای مورد نیاز، ب آوری داده جمع،رو این
گیری  روش نمونه. گرفته است قالب تکمیل پرسشنامه و ازطریق مصاحبه مستقیم با مشاورین املاک صورت

است که نمونه  تلاش شده. باشدشده می بندیگیری تصادفی طبقهونهمورد استفاده در این مطالعه روش نم
 شود تا بتواند  آوری گانه شهرداری تبریز به تناسب تراکم واحدهای آپارتمانی جمع10انتخابی از مناطق 

در . خاب شده است، انتn=330 نیز حجم نمونه. های بازار مسکن در کلانشهر تبریز باشد دهنده ویژگی نشان
ها  مدل بینی پیش قدرت  مشاهده برای ارزیابی20و از  مدل سازی شبیه منظور  مشاهده به310این پژوهش از 

 که این مشاهدات برای هر دو روش رگرسیون هدانیک و شبکه عصبی مصنوعی یکسان استفاده شده است
  .باشدمی

 بر حسب ریال بر متر مربع(ع آپارتمان در این مطالعه، متغیر لگاریتم طبیعی قیمت یک مترمرب
)2R/m) ((LNPRICE(متغیرهای توضیحی شامل دو گروه متغیرهای فیزیکی یا . باشد متغیر وابسته تحقیق می

) 1(باشند که توضیح کامل این متغیرها در جدول می) 4 و دسترسی3محیطی( و متغیرهای مکانی 2ساختاری
   .گزارش شده است) 2(های توصیفی مربوط به متغیرهای تحقیق نیز در جدول آماره. آمده است

  
  
  
  
  
  
  

  

                                                 
1. Primary Data 
2. Structural Variable 

3. Environmental Variable 

4. Accessibility Variable 
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  متغیرهای توضیحی. 1جدول 
  

  انتظاری علامت   تعریف  نام متغیر
  متغیرهای فیزیکی یا ساختاری

 DAGE1  )صورت درغیراین: 0سال، 10-20: 1(متغیر مجازی برای قدمت ساختمان منفی

 DAGE2 )صورت درغیراین: 0سال، 20بیش از : 1(دمت ساختمانمتغیر مجازی برای ق منفی

 DNR1 )صورت درغیراین: 0 اتاق، 2: 1(متغیر مجازی برای تعداد اتاقها  مثبت

 DNR2 )صورت درغیراین: 0 اتاق و بیشتر، 3: 1(متغیر مجازی برای تعداد اتاقها  مثبت

 DAPC  )صورت درغیراین: 0مانی، مجتمع آپارت: 1(متغیر مجازی برای نوع واحد مسکونی منفی

 DFER )صورت درغیراین: 0بتن آرمه ، : 1(متغیر مجازی برای نوع اسکلت ساختمان  مثبت

 DFAC1 )صورت درغیراین: 0نمای نامناسب، : 1(متغیر مجازی برای نمای ساختمان منفی

 DFAC2 )صورت درغیراین: 0نمای لوکس، : 1(متغیر مجازی برای نمای ساختمان مثبت

 DOPN )یک بر: 0دو بر و بیشتر، : 1(متغیر مجازی برای بر ساختمان مثبت

 DNOR )صورت درغیراین: 0شمالی، : 1(متغیر مجازی برای موقعیت ساختمان منفی

 DELV )عدم وجود: 0وجود، : 1(متغیر مجازی برای آسانسور مثبت

 DGAR )عدم وجود: 0وجود، : 1(متغیر مجازی برای پارکینگ مثبت

 DFIRPLC )عدم وجود: 0وجود، : 1(متغیر مجازی برای شومینه مثبت

 DPOOL )عدم وجود: 0وجود، : 1(متغیر مجازی برای استخر مثبت

 DLOB )عدم وجود: 0وجود، : 1(متغیر مجازی برای سالن اجتماعات مثبت

 DPARQT )صورت درغیراین: 0پارکت، : 1(متغیر مجازی برای کف پوش مثبت

 DCARP )صورت درغیراین: 0موکت، : 1(یر مجازی برای کف پوش متغ منفی

 DPACK )صورت درغیراین: 0پکیج، : 1(متغیر مجازی برای سیستم گرمایشی  مثبت

 DSTOV )صورت درغیراین: 0بخاری، : 1(متغیر مجازی برای سیستم گرمایشی منفی

 DDEC1 )صورت ندرغیرای: 0نامناسب، : 1(متغیر مجازی برای تزیینات داخلی منفی

 DDEC2 )صورت درغیراین: 0لوکس، : 1(متغیر مجازی برای تزیینات داخلی  مثبت

 )محیطی و دسترسی(متغیرهای مکانی 

 DSTR )صورت درغیراین: 0خیابان، : 1(متغیر مجازی برای موقعیت مکانی ساختمان  نامعلوم

 DBAL )صورت درغیراین: 0بست، کوچه بن:1(متغیر مجازی برای موقعیت مکانی ساختمان نامعلوم

 DAW )صورت درغیراین: 0 متر، 10بیش از : 1(متغیر مجازی برای عرض کوچه یا خیابان مثبت

 DSCLOS )صورت درغیراین: 0خیلی نزدیک، : 1(متغیر مجازی برای فاصله تا مراکز آموزشی نامعلوم

 DMEDIC )ندارد: 0دارد، : 1(متغیر مجازی برای دسترسی به مراکز بهداشتی  مثبت

  .نتایج تحقیق: مأخذ 
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  های توصیفی متغیرها آماره. 2جدول 
  

  متغیر )N( تعداد  میانگین  انحراف معیار  حداقل  حداکثر
929/16 202/15 317/0 912/15 330 LNPRICE 

1 0 304/0 103/0 330 DAGE1 

1 0 208/0 045/0 330 DAGE2 

1 0 467/0 679/0 330 DNR1 

1 0 419/0 227/0 330 DNR2 

1 0 279/0 085/0 330 DAPC 

1 0 407/0 791/0 330 DFER 

1 0 269/0 079/0 330 DFAC1 

1 0 43/0 245/0 330 DFAC2 

1 0 475/0 342/0 330 DOPN 

1 0 444/0 27/0 330 DNOR 

1 0 499/0 53/0 330 DELV 

1 0 386/0 818/0 330 DGAR 

1 0 47/0 33/0 330 DFIRPLC 

1 0 134/0 018/0 330 DPOOL 

1 0 18/0 033/0 330 DLOB 

1 0 367/0 161/0 330 DPARQT 

1 0 407/0 209/0 330 DCARP 

1 0 496/0 436/0 330 DPACK 

1 0 434/0 252/0 330 DSTOV 

1 0 3/0 1/0 330 DDEC1 

1 0 475/0 342/0 330 DDEC2 

1 0 439/0 261/0 330 DSTR 

1 0 33/0 124/0 330 DBAL 

1 0 482/0 633/0 330 DAW 

1 0 283/0 088/0 330 DSCLOS 

1 0 465/0 685/0 330 DMEDIC 

  .نتایج تحقیق: مأخذ 
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  ها انتخاب فرم تابعی مدل. 5
 با مراجعه به پیشینه. کندهای هدانیک کمکی به ما نمی  چگونگی تصریح مدلخصوصتئوری قیمت هدانیک در

 .ه نظریه مشخصی برای انتخاب شکل مناسب مدل هدانیک وجود نداردشود کمطالعات هدانیک نیز مشاهده می
 اما اند،های هدانیک مسکن پرداخته طور جامعی به بیان مدل با وجود اینکه به )1974( و روزن )1966(مقالاتی نظیر لنکستر

 لذا در این مطالعه در برآورد). 2003مالپزی، (اندهای هدانیکی حرفی برای گفتن نداشته در مورد شکل دقیق تصریح مدل
دلیل برتری شکل تابعی  های تابعی خطی و نیمه لگاریتمی استفاده شده است، اما به مدل قیمت هدانیک از شکل

 در بیشتر بودن آماره لگاریتم راستنمایی، کمتر بودن معیارهای آکاییک و شوارتز و صحت فرم تابعی( نیمه لگاریتمی
  .گیردتجزیه و تحلیل و تفسیر نتایج بر مبنای این شکل صورت می)) اس نتایج آزمون رمزیبر اس(( مدل تخمین زده شده

  

  ها مواد و روش. 6
  مدل رگرسیون هدانیک. 6-1

دلیل برتری شکل تابعی نیمه لگاریتمی از این فرم در برآورد تابع قیمت هدانیک استفاده  چنانچه اشاره شد به
 )OLS( دهد که با استفاده از روش حداقل مربعات معمولیدانیک را نشان میمدل رگرسیون ه) 11(رابطه . شودمی

  . شودبرآورد می

iεikDkβ0βiy
K

1k
+∑+=

=                                                                                   
)11(  

n1,...,i ،در رابطه فوق K1,...,kباشد و  میn=310ن مطالعه  تعداد مشاهدات است که در ای= = 
 از متغیرهای توضیحی 310×26دهنده ماتریس   نشانD.باشد میK=26تعداد متغیرهای توضیحی است که 

آمده ) 1( این متغیرها به تفصیل در جدول  متغیر مکانی است که توضیح5 متغیر ساختاری و 21است که شامل 
. باشد از متغیر وابسته است که همان لگاریتم طبیعی قیمت یک مترمربع آپارتمان می310×1 نیز بردار Y. است

سته بینی قیمت به این روش از بلازم به ذکر است که در این مطالعه به منظور تخمین تابع قیمت هدانیک  و پیش
  .شود استفاده میEviews 6افزاری نرم

  

  )ANN(  عصبی مصنوعیمدل شبکه. 6-2
  مشکلا بهای هدانیک قیمت مسکن عمدتاً مدلمدل رگرسیون هدانیک یک روش رگرسیون خطی است، حال آنکه 

ی با بکارگیری روش شبکه عصب در این مطالعه سعی بر این است که .مواجهندوجود رابطه غیرخطی بالقوه 
توان بر مشکل وجود روابط غیرخطی بالقوه  بعنوان یک ابزار قدرتمند در مدلسازی روابط غیرخطی مصنوعی به

به دلیل رفع این نقیصه باعث بهبود نتایج و بالا  رود که استفاده از این روشانتظار می. در توابع هدانیک فائق آمد
  .شود بینیرفتن قدرت پیش
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بکه عصبی تعداد عناصر بردار ورودی از صورت مسئله مورد بررسی در طراحی ساختار و معماری ش
ها،  ها، نوع ارتباطات بین نرون های پنهان، تعداد نرون  تعیین تعداد لایهامامشخص شده و با انتخاب طراح نیست، 

ی یک های عصب و از این قبیل در انتخاب طراح است و بنابراین در شبکه1نوع تابع فعالسازی، تعداد تکرارها
  ). 1999 و همکاران، وولید( رسد طراحی بهینه ضروری به نظر می

 ای  با الگوریتم پس انتشار خطا با ترم لحظه)MLP( در این مطالعه از یک شبکه عصبی پرسپترون چند لایه
برای انتخاب پارامترهای مدل و طراحی . بینی قیمت مسکن در کلانشهر تبریز استفاده شده است برای پیش

  . استفاده شده است) 1996(ای بیان شده توسط کاسترا و بوید مرحله8یند ابهینه از فرشبکه 
های  های پنهان دارای توانایی های عصبی با لایه کنند که شبکهدر مقاله خود بیان می) 1996( کاسترا و بوید

ه پنهان و تعداد  یک شبکه عصبی با یک لایمطابق تئوری.  عصبی دولایه هستندهای بیشتری نسبت به شبکه
های عصبی با یک در عمل، شبکه .های کافی در لایه پنهان قادر است هر تابعی را با دقت دلخواه تقریب بزند نرون

شود که تمام  لذا توصیه می،روند و عملکرد بسیار خوبی دارندیا در مواردی دو لایه پنهان بطور وسیعی بکار می
تئوری و اکثر مطالعات تجربی بیان . ا حداکثر دو لایه پنهان آغاز کنندهای عصبی کار خود را با یک و یشبکه
بهبودی در نتایج ایجاد ) عبارت دیگر، بیش از دو لایه پنهان به( لایه 4هایی با بیش از کنندکه استفاده از شبکه می

فرمول رایی شبکه عصبی لایه پنهان در کا) یا عناعر پردازنده(های علیرغم اهمیت تعداد نرون،همچنین .نخواهدکرد
 پنهان های با این وجود، برخی قواعد سر انگشتی برای تعیین تعداد نرون. دقیقی برای تعیین تعداد بهینه آن وجود ندارد

LKMیکی از این قواعد استفاده از رابطه . گسترش یافته است های سه لایه است که در این  برای شبکه=×
. باشدهای لایه خروجی می تعداد نرونLهای لایه ورودی و  تعداد نرونKهای لایه پنهان،  تعداد نرونMرابطه

2MMMتواند در بازه له میأ بسته به پیچیدگی مس)M∗( های لایه پنهانتعداد واقعی نرون
2

1
 . قرار گیرد>∗>

لازم به ذکر است که . های لایه پنهان باید افزایش یابدتر باشد تعداد نرونهرچه روابط بین متغیرها پیچیده
 گیرند های پنهان که برای آزمون مورد استفاده قرار مینظر از روش مورد استفاده برای تعیین بازه تعداد نرون صرف

 .)1996کاسترا و بوید،  (شود که بهترین عملکرد را در مجموعه آزمون داشته است تخابای ان شبکهبایست میهمواره 
>∗>2/10:  داریماست، بنابراین M)= 26(2/1=1/5 بنابراین ،باشد میL=1 و K=26در این مطالعه  M55/2.  

های پنهان ساخته شده و عملکرد آنها در  نرون در لایه10 تا 3 لایه پنهان با تعداد 2 و 1هایی با راین شبکهبناب
 یک ای بانتیجه آنکه شبکه. قرارگرفته است) )MSE(با استفاده از معیار میانگین مربع خطا ( مجموعه آزمون مورد مقایسه

                                                 
1. Training Iterations 
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ای با یک لایه پنهان بنابراین شبکه بهینه شبکه 1.کرد را داشته است نرون در لایه پنهان بهترین عمل8پنهان و لایه 
 تابع فعالسازی مورد استفاده در این مطالعه تابع تانژانت ،همچنین .باشد عنصر پردازنده در لایه پنهان می8و 

افزار  نرمنیز افزار مورد استفاده در این بخش نرم 2.باشد برای هر دو لایه پنهان و خروجی می)Tanh( هذلولی
NeuroSolutions 5 3.باشدمی  

  
 هاتجزیه و تحلیل یافته. 7

در روش رگرسیون هدانیک تابع به روش حداقل . آمده است) 3(نتایج تخمین تابع قیمت هدانیک در جدول 
 آزمون برقراری OLSدر برآورد پارامترهای مدل رگرسیون به روش . شود برآورد می)OLS( مربعات معمولی

های برقراری فروض کلاسیک  های مربوط به آزمونآماره. ای برخوردار استکلاسیک از اهمیت ویژه ضفرو
 استفاده شده )JB(  برا-ها از آزمون جارکبرای بررسی نرمال بودن باقیمانده. قابل مشاهده است) 3(در جدول 

منظور تشخیص وجود واریانس  به. اشدبهای مدل می  برا بیانگر نرمال بودن باقیمانده-نتایج آزمون جارک. است
بیانگر وجود واریانس ناهمسانی در نتایج .  استفاده شده است)BPG( گادفری-پاگان-ناهمسانی از آزمون براش

لازم به ذکر است که  .برای رفع این مشکل از تصحیح وایت استفاده شده است. است 05/0داری اسطح معن
همچنین آزمون . باشندمی)  با تصحیح ناهمسانی واریانس(  وایتt آماره) 3(  گزارش شده در جدولtآماره 

این آزمون با استفاده از ( رمزی جهت بررسی صحت فرم تبعی مدل برآورد شده مورد استفاده قرارگرفته است
دهد که مدل به درستی تصریح  نتایج این آزمون نشان می. مقادیر برازش شده انجام شده است3 و 2های  توان
  .استشده 

                                                 
عملکرد آن در ف بودن  در این مطالعه روش الگوریتم ژنتیک نیز مورد بررسی قرار گرفته است، اما به دلیل ضعیلازم به ذکر است. 1

  .از این روش استفاده نشده است) MSEپایینتر بودن  (مجموعه آزمون
در مطالعه خود با بکارگیری تعدادی از توابع فعالسازی معروف در ادبیات شبکه ) 2011( لازم به ذکر است که کارلیک و اولگاک. 2

نتایج این مطالعه حاکی . پس انتشار خطا را مورد بررسی قرار دادند با الگوریتم )MLP( عصبی عملکرد شبکه عصبی پرسپترون چند لایه
 برای هر دو لایه پنهان و خروجی نتایج بهتری را نسبت به سایر توابع )Tanh( ذلولی است که استفاده از تابع فعالسازی تانژانت هآناز 
 در اکثر کاربردهای شبکه ذلولیفعالسازی تانژانت هتوان از تابع  نتایج تجربی حکایت از آن داردکه می،همچنین. دهددست می هب

 لذا در این مطالعه تابع تانژانت ،دست آوردن صحت و دقت بالا استفاده کرد هپرسپترون چند لایه به عنوان یک گزینه مناسب برای ب
 .شده استپنهان و خروجی انتخاب عنوان تابع فعالسازی برای هر دو لایه  بهذلولی ه

نظر شده است، اما شبکه بارها  کم بودن حجم نمونه از اعتبارسنجی و سنجش شبکه صرف دلیل  است که بهلازم به ذکر. 3
احتمال همگرایی  مورد بررسی قرارگرفته است تا) MSEبا استفاده از معیار (عملکرد آن در مجموعه آزمون ساخته شده و 

   .دیابهای محلی کاهش  در مینیمم
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130  60های اقتصادی شماره  ها و سیاست فصلنامه پژوهش 

 دار بوده و دارای علامت مورد انتظارانتایج تخمین تابع قیمت هدانیک بیانگر آن است که اکثر متغیرها معن
 صورت معمول توان بهرا نمی) 3(ذکر در اینجا این است که ضرایب گزارش شده در جدول  نکته قابل. باشندمی

  و ضرایب1اندصورت متغیر مجازی در مدل وارد شده  متغیر توضیحی به26تمام   زیرا چنانچه گفته شد،تفسیر کرد
 )1981(و کندی ) 1980(هالورسن و پالمکویست   .لگاریتمی تفسیر متفاوتی دارند های نیمه متغیرهای مجازی در مدل

 باشد، β̂  تخمین واریانسβ̂(V̂( تخمین ضریب متغیر مجازی باشد و β̂های خود نشان دادند که اگر در مقاله

β̂(V̂β̂100(exp{p̂{((1 صورت در اینصورت اثر متغیر مجازی بر متغیر وابسته برحسب درصد به
2

1
−−= 

  .گزارش شده است) 3(نتایج این محاسبات در ستون آخر جدول . شودبرآورد می
 عوامل فیزیکی بیشتر از عوامل مکانی شود کهملاحظه می) 3(گزارش شده در جدول  به نتایج باتوجه

های فیزیکی، از بین ویژگی. دهندثیر قرار میأت قیمت واحدهای مسکونی را تحت) محیطی و دسترسی(
ترین عوامل موثر  مهم)  درصد3/18ثیر أبا ت( و دارا بودن استخر) درصد1/25ثیر أبا ت(دارابودن سالن اجتماعات 

گذار بر قیمت نیز نزدیکی زیاد به   مکانی اثرترین ویژگی مهم. باشند یبر قیمت مسکن در سطح شهر تبریز م
منفی مراکز آثار باشدکه منفی بودن ضریب این متغیر بیانگر غلبه می)  درصد-10با اثرگذاری( مراکز آموزشی

بر قیمت گذار  ثیرأهای ساختاری مهم تها نیز یکی از ویژگیتعداد اتاق. آموزشی بر واحدهای همجوار آنهاست
 درصد بیشتر از قیمت یک متر مربع آپارتمان 9/6 خوابه، 2مطابق نتایج، قیمت یک متر مربع آپارتمان . باشدمی

 درصد بیشتر از 3/18 خوابه و بیشتر 3این در حالی است که قیمت یک متر مربع آپارتمان . تک خوابه است
  . قیمت یک متر مربع آپارتمان تک خوابه است

بینی مدل رگرسیون هدانیک و شبکه عصبی مصنوعی از معیارهای میانگین ایسه قدرت پیشمنظور مق به
 و ضریب تعیین )MAE( ، میانگین قدرمطلق انحراف)RMSE( ، ریشه میانگین مربع خطا)MSE( مربع خطا
  .آورده شده است) 1(و نمودار ) 4( استفاده شده است که نتایج آن در جدول 2)2R( ایبرون نمونه

                                                 
 مسکونی واحدهای های ویژگی نبودن یا بودن دارا صورت به اکثرا که (توضیحی متغیرهای ماهیت دلیل لازم به ذکر است که به. 1

  .اندشده مدل وارد مجازی صورت به متغیرها تمام) باشد می
 شود از این روا تجزیه میطور دقیق به واریانس مقدار برازش شده و واریانس خط هکه در مدل رگرسیون خطی واریانس متغیر وابسته ب لازم به ذکر است. 2

های برون  همواره بین صفر و یک است، اما در داده)  است2Rکه در واقع همان( نسبت میانگین مجذور خطا به واریانس متغیر وابسته منهای یک

.  حاصل شده کمتر از صفر خواهد بود 2RPseudoای ممکن است میانگین مجذور خطا بیشتر از واریانس متغیر وابسته باشدکه دراینصورتنمونه

 برون 2Rرود، لذاای بکار میبینی برون نمونهمعیار ارزیابی قدرت پیشغالبا به عنوان ) یا ریشه آن(با این وجود، میانگین مجذور خطا

 .)Estrella and Mishkin, 1998(  ضعیف استبسیارای  منفی بیانگر یک برازش برون نمونه2Rتواند منفی هم باشدکه  میاینمونه
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H

2)iŷi(y
MSE

H

1i
∑ −

= = )12(                                                                                                          

H

2)iŷi(y
RMSE

H

1i
∑ −

= = )13          (                                                                                          

H

iŷiy
MAE

H

1i
∑ −

= = )14                     (                                                                                        

∑ −

∑ −
−=

=

=
H

1i

H

1i
2)yi(y

2)iŷi(y
12R )15          (                                                                                             

  .بینی است های پیش نیز تعداد دورهH. بینی شده است مقدار پیشiŷ مقدار واقعی و iyدر روابط فوق 
  

  های رگرسیون هدانیک و شبکه عصبی مصنوعی بینی مدل مقایسه قدرت پیش.4جدول 
  

  معیار   هدانیکرگرسیون مدل  )ANN( مدل شبکه عصبی

  )2R(ای ضریب تعیین برون نمونه 696/0 811/0
  )MSE(میانگین مربع خطا  0467/0 0291/0

 )RMSE(ریشه میانگین مربع خطا  2162/0 1705/0

 )MAE(میانگین قدرمطلق انحراف  1818/0 1423/0

  .نتایج تحقیق: مأخذ
  

 نسبت به )ANN( دهنده برتری مدل شبکه عصبی مصنوعی  کلیه معیارها نشان)4(با توجه به نتایج جدول 
بر اساس نتایج بدست آمده مدل شبکه عصبی مصنوعی خطای کمتر و در . باشدمدل رگرسیون هدانیک می
  1.بینی قیمت یک مترمربع آپارتمان در سطح شهر تبریز داشته است نتیجه کارایی بیشتری در پیش

بینی  بررسی قدرت پیش ارزیابی مذکور از جمله معیارهای کاربردی و مفید در زمینههرچند معیارهای 
. صورت آماری بررسی کنند یک روش را به یک از آنها قادر نیستد برتری های مختلف هستند، هیچ روش

                                                 
های مقطعی معمولاً کوچک است   در داده2Rباشند وکه مشاهدات مورد استفاده در این مطالعه مشاهدات مقطعی می لازم به ذکر است. 1

  .باشدها می ای خوب و قابل قبول مدلبیانگر برازش برون نمونه) 4(های گزارش شده در جدول  2R فلذا.)2007هیل و همکاران، (
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132  60های اقتصادی شماره  ها و سیاست فصلنامه پژوهش 

 قرار های رقیب مورد آزمون ها در مدل بینی فرضیه برابری صحت پیش نیز بنابراین برای اینکه از نظر آماری
 :داریم. شود استفاده می1(MGN) نیوبلد-گرنجر-گیرند از آزمون مرگان

  

2ie1ieiz,2ie1ieix,)2iŷ2i(y2ie,)1iŷ1i(y1ie −=+=−=−=       
  

  باشندیست فاقد همبستگیبای مiz و ixبینی دو مدل   فرضیه صفر برابری دقت پیشیبا برقرار
)0xzρ ، 2 دو شرطی دو مدل و با فرض برقرارینیبشی قدرت پیحت فرضیه صفر برابر لذا ت،)=

1H با درجه آزادی tتوزیع  مقدار زیر دارای  بینی است های پیش تعداد دورهH خواهد بود که −
  ).1995بولد و ماریانو، (

1H

)2
xzρ̂(1

xzρ̂
MGN

−

−
= )17             (                                                                                              

 
 

  
  های رگرسیون هدانیک و شبکه عصبی بینی مدل مقایسه قدرت پیش.1نمودار 

  
 

 

  

                                                 
1. Morgan-Granger-New Bold Test 

  .بینی فاقد همبستگی باشند خطاهای پیش وبینی دارای توزیع نرمال با میانگین صفر باشند خطاهای پیشاین شرایط عبارتند از . 2
 

)16(
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  بینی آزمون برابری قدرت پیش.5جدول 

  )Prob( ارزش احتمال  مقدار آماره آزمون  آزمون

  MGN(   682/1  054/0( نیوبلد-گرنجر-نآزمون مرگا
  .نتایج تحقیق: مأخذ   

  

شود فرضیه صفر چنانچه مشاهده می.نشان داده شده است) 5(نتایج حاصل از این آزمون در جدول 
بینی  شود، لذا تفاوت قدرت پیش رد می1/0داری ابینی دو مدل در سطح معنآزمون مبنی بر برابری قدرت پیش

بینی  شبکه عصبی مصنوعی در پیش توان نتیجه گرفت کهبنابراین می. دار استاماری نیز معندو مدل به لحاظ آ
  .هدانیک استرگرسیون برتر از مدل نیز قیمت مسکن در شهر تبریز از لحاظ آماری 

  

  گیریبندی و نتیجهجمع. 8
 مسکن علاوه بر آنکه .شودعنوان کالایی با خواص دوگانه معرفی می  همواره مسکن بهدر ادبیات اقتصادی

 لذا ،کندحضور در بازار ترغیب می دارای ارزش مصرفی است از منظر یک دارایی نیز آحاد اقتصادی را به
کنندگان در  گذاران، ممیزین مالیاتی و سایر مشارکتها، سرمایهبینی دقیق قیمت مسکن برای صاحبان خانهپیش

 بینی قیمت موجب پرشدن خلاء اطلاعاتیبنابراین، وجود یک مدل پیش. های غیرمنقول حائز اهمیت استبازار دارایی
  .شودموجود و به تبع آن بهبود کارایی بازار دارایی می

  عصبی مصنوعیبینی دو مدل رگرسیون هدانیک و شبکههدف اصلی این مطالعه مقایسه قدرت پیش
)ANN(در این راستا. باشدسکن در کلانشهر تبریز میبینی قیمت هدانیک مبینی بهینه برای پیش و تعیین مدل پیش 

ثر بر قیمت هدانیک مسکن، قدرت ؤبه برآورد مدل هدانیک قیمت مسکن پرداخته و ضمن بررسی عوامل م
  .بینی دو مدل مورد مقایسه قرارگرفته استپیش

معناداری  ویژگی مورد بررسی اثر 26 ویژگی از 18نتایج تخمین تابع قیمت هدانیک بیانگر آن است که 
. باشندبر قیمت واحدهای مسکونی آپارتمانی شهر تبریز دارند و تمام این متغیرها دارای علامت مورد انتظار می

شود که عوامل فیزیکی بیشتر از  باتوجه به نتایج تخمین مدل هدانیک قیمت مسکن این نتیجه کلی حاصل می
  از بین،همچنین. دهندثیر قرارمیأت  تحتقیمت واحدهای مسکونی را) محیطی و دسترسی( عوامل مکانی

 ترین عوامل ها و نمای ساختمان مهمبودن استخر، تعداد اتاق اجتماعات، دارا  سالن  فیزیکی، دارابودن هایویژگی 
 گذار بر قیمت نیز نزدیکی زیاد به  مکانی اثرترین ویژگی مهم. باشندثر بر قیمت مسکن در سطح شهر تبریز میؤم

 . باشدمی) با علامت منفی( وزشیمراکز آم

 بینی مدل رگرسیون هدانیک و شبکه عصبی مصنوعی از معیارهایمنظور مقایسه قدرت پیش در این مطالعه به

 [
 D

ow
nl

oa
de

d 
fr

om
 q

je
rp

.ir
 o

n 
20

26
-0

2-
20

 ]
 

                            21 / 26

http://qjerp.ir/article-1-189-fa.html


134  60های اقتصادی شماره  ها و سیاست فصلنامه پژوهش 

  و ضریب)MAE( ، میانگین قدرمطلق انحراف)RMSE( ، ریشه میانگین مربع خطا)MSE( میانگین مربع خطا
 )ANN(  استفاده شده است که نتایج بیانگر برتری مدل شبکه عصبی مصنوعی)2R( ایتعیین برون نمونه

براساس نتایج بدست آمده مدل شبکه عصبی مصنوعی خطای . نسبت به مدل رگرسیون هدانیک می باشد
 در این مطالعه برای اینکه از ،همچنین. بینی قیمت مسکن داشته است کمتر و درنتیجه کارایی بیشتری در پیش

های رقیب مورد آزمون قرار گیرند از آزمون  ها در مدل بینی فرضیه برابری قدرت پیش آماری نیز لحاظ
که شبکه عصبی مصنوعی   استفاده شده است که نتایج آزمون بیانگر آن است(MGN) نیوبلد-گرنجر-مرگان
  . کندتر از مدل رگرسیون هدانیک عمل می داری دقیقاطور معن بینی قیمت بهدر پیش
 از کننده وجود روابط غیرخطی لکرد مناسبتر مدل شبکه عصبی در مقایسه با مدل رگرسیون هدانیک بیانعم

نتایج بدست آمده از . شود ها می بینی های عصبی مصنوعی باعث بهبود پیش ای است که بکارگیری شبکه درجه
های بینی صنوعی قادرند پیشهای عصبی مدهد که در اکثر موارد شبکهاین تحقیق و مطالعات مشابه نشان می

  چون  هایی علت وجود ویژگی تواند بهدهندکه این می های  اقتصادسنجی ارائهتری را نسبت به روشبهتر و دقیق
  .ها باشداین شبکه در  پذیری انعطاف  و  موازی، هوشمندی  پردازش
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   نتایج تخمین تابع قیمت هدانیک.3جدول 
  یتمیمدل نیمه لگار

 ضریب tمقدار آماره   1ثیر درصدیأت
   مدل                             

  متغیر توضیحی
- 641/260∗∗∗  655/15 CONSTANT 
* 626/0 028/0 DAGE1 
* 164/0 012/0 DAGE2 
886/6 887/1∗ 067/0 DNR1 
331/18 808/3∗∗∗ 169/0 DNR2 

6/7- 661/1 -∗ 078/0- DAPC 
* 297/0 01/0 DFER 

9/14- 888/2 -∗∗∗ 16/0- DFAC1 
253/12 048/4∗∗∗ 116/0 DFAC2 

454/5 704/2∗∗∗ 053/0 DOPN 
71/4- 093/2 -∗∗ 048/0- DNOR 

649/8 144/3∗∗∗ 083/0 DELV 
344/6 229/2∗∗ 062/0 DGAR 
98/9 225/3∗∗∗ 096/0 DFIRPLC 
31/18 497/2∗∗ 17/0 DPOOL 

133/25 591/5∗∗∗ 225/0 DLOB 
331/12 678/3∗∗∗ 117/0 DPARQT 

9/5- 807/1 -∗ 06/0- DCARP 
* 136/1 032/0 DPACK 
884/5- 942/1 -∗ 06/0- DSTOV 
* 172/0- 007/0- DDEC1 
* 296/0 007/0 DDEC2 
133/7- 81/2-∗∗∗ 074/0- DSTR 

412/7 356/2∗∗ 072/0 DBAL 
* 576/1 039/0 DAW 
98/9- 806/2 -∗∗∗ 104/0- DSCLOS 

* 323/0 006/0 DMEDIC 
766/0 2R 
745/0 2R )0000/0 (728/35   آمارهF) ارزش احتمال(  
 آماره دوربین واتسون  973/1

 آزمون مقدار آماره آزمون ارزش احتمال
  برا-جارک  733/1  42/0
 گادفری-پاگان-براش 632/1 03/0

 رمزی 293/0 746/0
      .اثر متغیرهای توضیحی مجازی بر متغیر وابسته بر حسب درصد -  

∗∗>p، 05/0∗>10/0: توجه   p، 01/0<∗∗∗ p   *ثیر معناداری برمتغیر وابسته ندارندأکه به لحاظ آماری ت متغیرهایی.  
  .نتایج تحقیق:   مأخذ
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  منابع
مطالعه (بها  برآورد تابع قیمت هدانیک اجاره" ،)1387( صیامیعلی  عمران، وحید و ،نژاد ابونوری، اسمعیل، تقی

  .52-60صص ، 33، شماره  بازرگانیهای مجله بررسی، ") شهرهای تبریز و اردبیل:موردی
 ،")1371-1377(های برآورد تابع قیمت هدانیک مسکن در شهر اصفهان در فاصله سال" ،)1384 (اسفندیاری، مرضیه

  .163-176  صص ،4 و3 های ، شماره16، سال مجله دانشکده علوم اداری و اقتصاد
بررسی عوامل موثر بر قیمت مسکن در شهر مشهد " ،)1383 (رضویسیدعلی االله، عمادزاده، مصطفی و اکبری، نعمت

 بهار و 12و11 های ، شمارههای اقتصادیفصلنامه پژوهش، "رهیافت اقتصادسنجی فضایی در روش هدانیک
  .97-117صص تابستان، 

های برآورد تابع قیمت هدانیک مسکن شهر اهواز به روش داده" ،)1385 (انواریابراهیم نژاد، منصور و  زراء
  .139-168صص ، پاییز، 28، سال هشتم، شماره های اقتصادی ایران  فصلنامه پژوهش،"یبیترک

مبانی، : های عصبی مصنوعیشبکه، )1389(  موسویصغری پور، مژگان و سیدهسلطانی، سعید، سرداری، سروش، شیخ
  . نص:، تهرانNeuroSolutions  و EasyNN-plusکاربردها و آشنایی با نرم افزارهای 

بینی شاخص بورس اوراق بهادار تهران با  پیش" ،)1384( اصل تیمورییاسر و ... یی، حسنعلی، مرتضوی، سعیداسینا
 .59-83  صص،41، شماره 12، سال های حسابداری و حسابرسی بررسی، "های عصبی مصنوعی شبکه استفاده از

 های زمانی سری های عصبی مصنوعی و  شبکههای مقایسه مدل" ،)1388( بیاریلیلی طیبی، سیدکمیل، آذربایجانی،کریم و 
 .59-78صص، 1، سال نهم، شمارهپژوهشنامه علوم اقتصادی، "بینی قیمت گوشت مرغ در ایران برای پیش

وزارت امور  تابع قیمت هدانیک در رابطه با تقاضای مسکن شهری، ،)1364( معصومیانرسول عابدین درکوش، سعید و 
 . و دارایی، تهراناقتصاد

های فصلنامه بررسی، "برآورد تابع قیمت هدانیک مسکن شهری تهران" ،)1384( سینافرشید  و لو، محمدعباس
  .105-135صص ، 4، شماره دوم، دوره اقتصادی

فصلنامه ، "مدل هدانیک تعیین قیمت مسکن در مناطق شهری ایران" ،)1381( قادریجعفر عسگری، علی و 
  .91-108صص ، 4دانشگاه تربیت مدرس، شماره ، پژوهشکده اقتصاد های اقتصادی پژوهش
 و ARIMAبینی قیمت نفت با دو روش  پیش" ،)1386( ایمان، ناصری، محسن و سیدمحمدمهدی احمدی نیا، فرجام
  .  161-196صص ، 32، سال نهم، شماره های اقتصادی ایران فصلنامه پژوهش، "های عصبی مصنوعی شبکه

های زمانی و  بینی سری کاربرد شبکه عصبی در پیش"، )1379( شاصادقیمختار قاسمی، عبدالرسول، اسدپور، حسن و 
  .87-120، صص 14 ه، شمارنامه بازرگانیفصلنامه پژوهش، "ARIMAمقایسه آن با مدل 

های  بینی رشد اقتصادی در ایران با استفاده از شبکه مدلسازی و پیش" ،)1381( مشیریسعید قدیمی، محمدرضا و 
   .97-125  صص،12، شماره های اقتصادی ایران فصلنامه پژوهش،  "(ANN) عصبی مصنوعی
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، "های عصبی های ساختاری، سری زمانی و شبکه بینی تورم ایران با استفاده از مدل پیش"، )1380 (مشیری، سعید
 .147-184صص ، 58شماره مجله تحقیقات اقتصادی، 

 . دانشگاه صنعتی امیر کبیر:ایش دوم، تهران، ویرهای عصبی مبانی شبکه، )1381( باقرمنهاج، محمد

کاربرد شبکه عصبی : بینی میزان صادرات پسته ایران پیش" ،)1385( طرازکارمحمدحسن نجفی، بهاءالدین و 
 .191-214  صص،39، شماره فصلنامه پژوهشنامه بازرگانی، "مصنوعی
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