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سنگاپور انرژی یل در بازار بینی برای قیمت گازوی این مطالعه با هدف معرفی الگوهای مطلوب پیش

صورت  هاستفاده ب ی موردها داده. خاورمیانه انجام شددر  گازوییل قیمت مؤثر بر بازارعنوان ه ب
ها صورت   درصد داده30 و 20، 10ها برای  بینی پیش. باشد  می)1987-2010(هفتگی و شامل دوره 

رگرسیونی  الگوی یک و عصبی شبکه الگوی چهار شامل بینی پیش برای استفاده مورد الگوهای .گرفت
انتشار، شبکه  پیشخور پس های منتخب شامل شبکه شبکه. بود) ن متحرکیانگیون میخودرگرس(

 توابع ،همچنین. باشد یافته می انتشار و شبکه رگرسیون تعمیم انتشار، شبکه المان پس آبشاری پس
ها در  یافته .نیوتنی است  مارکوآت و شبه- شامل توابع لونبرگبینی پیشاستفاده در  آموزش مورد

 که از تابع آموزش  را نشان دادند در شبکهبینی پیش کمترین خطای ،ها دادهمورد تمام گروه از 
 ها داده درصد 30 و 20 بینی پیشی  مشخص شد برا،همچنین. کند می مارکوآت استفاده -لونبرگ

 دارای کمترین انتشار پس شبکه پیشخور ها داده درصد 10 بینی پیشانتشار و برای  شبکه المان پس
یافته و الگوی رگرسیونی   شبکه رگرسیون تعمیمند نتایج نشان داد،همچنین.  هستندبینی پیشخطای 

.  برخوردار نیستندیابتگر از دقت قابل رقدر مقایسه با سه شبکه دین متحرک یانگیون میخودرگرس
 از بینی پیشهای دارای کمترین خطای   میان شبکه کهند ماریانو نشان داد-های آماره دیبلد البته یافته

طور نسبی ه  بگازوییلقیمت برای .  وجود نداردبینی پیشداری در دقت ا آماری تفاوت معنلحاظ
 در مقایسه با سایر ترکیب از بینی پیش درصد برای 20زش و  برای آموها داده درصد از 80استفاده از 

های  توان با استفاده از شبکه  بر اساس نتایج به دست آمده می. کمتر نشان دادبینی پیش خطای ها داده
 .  درصد دست یافت2هایی با خطای حدود  بینی پیشپیشنهادی مطالعه به 

 
  .JEL: C45, C53, Q49بندی  طبقه
  .ن متحرکیانگیون میخودرگرس، شبکه عصبی مصنوعی، گازوییل بینی پیشقیمت  :یی کلیدها واژه

  
                                                            

  1390/3/24 :تاریخ پذیرش       1389/10/28 :تاریخ دریافت 
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202 59های اقتصادی   شماره  ها و سیاست فصلنامه پژوهش   

  مقدمه. 1
یند تولید است که تغییرات قیمت آن بر اقتصاد تمام جهان تأثیرگذار اژیک در فرای استرات انرژی نهاده

. همیت استز ائکننده همانند ایران بسیار حا  در میان کشورهای عرضهمدهای ارزیآاثر آن بر در  واست
خام شرایط این محصول از شرایط بازار نفت بطور کامل متأثر   با نفتگازوییلبا توجه به رابطه نزدیک 

در  ،به عنوان مثال. ای را طی نموده است  در برخی از مواقع نوسان بسیار گستردهخام نفت. گردد می
 ،ر در هر بشکه افزایش یافته بود دلا136 به بیش از 2008 ایران در جولای سال خام نفتحالی که قیمت 
 در دوره خام نفتضریب تغییرات .  دلار کاهش یافت40 از آن به کمتر از پس ماه ششاما تنها کمتر از 

بازار  در گازوییلقیمت برای شده  در دوره یاد اما این ضریب ،باشد  می16 برابر با )2010-1997(
سازمان مدیریت اطلاعات (  است47بیش از خاورمیانه  زوییلگاعنوان بازار تأثیرگذار بر بازار  هب سنگاپور

با توجه . باشد می گازوییل تر در بازار  گستردههایی حاکی از نوسانرقم  این ).2010متحده، انرژی ایالات
مانند  و زیربناییپذیر  های آسیب ویژه در بخشه  در بخش تولید بگازوییلبه گستردگی استفاده از 

  .  داشته باشدای ملاحظه و غیرمستقیم قابل مستقیم آثارتواند  قیمت آن مینوسان  ،نقل و حمل
 اما با توجه به تلاش دولت ،شود ای و توسط دولت توزیع می صورت یارانهه  بگازوییلدر ایران 

منظور دستیابی به ه  در آینده تغییرات قیمت آن نیز باید بیش از گذشته بگازوییلدر جهت حذف یارانه 
اعتقاد بر این است که بازار انرژی سنگاپور بر قیمت . توجه قرار گیرد های اقتصادی مورد نامهاهداف بر

 همچنین با توجه به اینکه برای .)1387ابریشمی و همکاران، ( دارد ای انرژی در خاورمیانه تأثیر عمده
 در گازوییلقیمت  از گازوییل قیمت بینی پیشبازار خاورمیانه قیمت دیگری در دسترس نبود لذا برای 

 تلاش در جهت علاوه بر گازوییلبرای مقابله با شرایط پرنوسان قیمت . بازار سنگاپور استفاده شده است
 تلاش .حل بلندمدت است های ایفایی این منبع انرژی که البته یک راه هایی برای نقش یافتن جایگزین

توجه  مدت مورد ویژه در کوتاهه ابزار مهم بعنوان یک ه تواند ب در جهت شناخت بیشتر رفتار آنها نیز می
.  رفتار مساعدت نمایدبینی پیش در جهت  آنها راتواند این شناخت رفتار می. سیاستگذاران قرار گیرد

ه های مطلوبی ارائ بینی پیشتوانند  امروزه ابزارهای مناسبی برای این منظور در دسترس است که می
 .نماید

این در حالی است . توجه بوده است ی عمدتاً قیمت نفت مورد قیمت انرژبینی پیشدر خصوص 
استفاده از الگوهای جدید . های بارزی دارد  تفاوتگازوییل همچونهای آن  که الگوی نوسان فرآورده

 بینی پیشملاحظه   نیز بیانگر اهمیت قابلخام نفتهای انرژی و از جمله قیمت   برای انواع حاملبینی پیش
طور خاص استفاده از دو گروه از الگوها ه  بخام نفت قیمت بینی پیشدر خصوص . قیمت انرژی است

 قیمت نفت با استفاده از الگوهای های نوسان شده است تا رفتار تلاشدر برخی از آنها . مشهود است
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 قیمت جهانی نفت های نوسانبررسی .  شودارائههایی  بینی پیشرگرسیونی شناسایی و از این طریق 
و همچنین ) 2009(و کانگ و همکاران ) 2005(، لانزا و همکاران )2001(، مورانا )1996(م توسط ویکا

جمله از ) 1386( توسط ابریشمی و همکاران 1نفت وست تگزاس اینترمدیت  قیمتهای نوسانبررسی 
با ون یخودرگرس وجود ویژگی موسوم به اثر ،ز اهمیت در این مطالعاتنکته حائ. این مطالعات هستند

هرچند . هم نموده استااست که امکان بیان رفتار نوسان قیمت نفت را فر 2ی شرطیانس ناهمسانیروا
های   اما پیشرفت،وجود نوسان گسترده امکان استفاده از چنین الگوی رگرسیونی را مقدور نموده است

شبکه .  استتوجهی افزایش داده ه صورت قابلها را ب بینی پیشبینی دقت  های پیش اخیر در زمینه مدل
 قیمت بسیاری از بینی پیش گسترده برای ه صورتها است که ب عصبی مصنوعی از جمله این روش

  . متغیرهای اقتصادی و از جمله قیمت انرژی مورد استفاده قرار گرفته است
 قیمت نفت وست تگزاس اینترمدیت بینی پیش، )2001کبودان، (مریکا آ خام نفت قیمت بینی پیش

بینی  ، پیش)1386نیا و همکاران،  فرجام(بینی قیمت جهانی نفت  ، پیش)2008 همکاران، یو و(و برنت 
اصفهانیان، ( ایران خام نفت قیمت بینی پیش، )1387بهرادمهر، (مکزیک   نیویورک و خلیجخام نفتقیمت 
همکاران، و  ابریشمی( سنگاپور بازار بنزین قیمت بینی پیش و همچنین) 1387 اصفهانیان و ناصری، ،1382
  . از جمله این موارد هستند) 1387

ویژه روش ه های رگرسیونی و ب عصبی با برخی از روش روش شبکه بینی پیشمقایسه توان 
) 1386(نیا و همکاران  ، فرجام)2008( یو و همکاران در مطالعاتی مانندن متحرک یانگیون میخودرگرس

در ن متحرک یانگیون میخودرگرسصبی بر ع حاکی از برتری شبکه) 1387(النبی  و همچنین شریف
ه های رگرسیونی ب  در مقایسه با روشبینی پیشعصبی در  البته توانایی بالاتر روش شبکه. است بینی پیش

از جمله این مطالعات   کهطور بارزی مورد تأکید قرار گرفته استه  قیمت سهام نیز بخصوصویژه در 
  . باشد می) 2003(من   اولسون و موس و)1993(وو و لو 

 در اقتصاد ایران این مطالعه با ویژه پس از حذف یارانه آنه  بگازوییلبا توجه به اهمیت قیمت 
و  در خاورمیانه گازوییلعنوان بازار مؤثر بر قیمت ه  بازار سنگاپور بگازوییل قیمت بینی پیشهدف 

اضر در مقایسه با مطالعات ویژگی متمایز مطالعه ح.  صورت گرفتبینی پیشیافتن الگوی مناسب برای 
عصبی که در اغلب مطالعات تنها  مرور شده این است که افزون بر استفاده از الگوهای مختلف شبکه

  .  از آموزش شبکه مورد پردازش قرار گرفتندپیش ها دادهاستفاده قرار گرفته است  برخی از آنها مورد

                                                            
1. West Texas Intermediate 
2. Autoregressive Conditional Heteroskedasticity 
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. باشد میبه تغییرات مثبت و منفی نمودن قیمت و تفکیک تغییرات  این پردازش شامل تصادفی
 در گازوییلو همچنین قیمت  برنت ،کننده وست تگزاس اینترمدیت های تعیین استفاده از قیمت نفت

ود های مطالعه نیز بهب یافته. های بازر مطالعه حاضر است در آموزش شبکه از دیگر ویژگیبازار روتردام 
   .دنده ان میها را نسبت به مطالعات مشابه نش بینی پیشدر 

 که شود میه  بعد مبانی نظری و روش تحقیق ارائدر بخشباشد که  ساختار مقاله به این صورت می
. ن متحرک معرفی شده استیانگیون میهای مورداستفاده و الگوی رگرسیونی خودرگرس در آن شبکه

بخش بعد . استی مورد استفاده معرفی شده ها دادهدر انتهای بخش مبانی نظری و روش تحقیق نیز 
 با استفاده از الگوهای معرفی شده در بخش بینی پیشهای حاصل از   که یافتهباشد مینتایج و بحث 

   . ه شده استبندی و پیشنهاداتی ارائ های مطالعه جمع در پایان نیز یافته. دهد روش تحقیق را نشان می

  
  مبانی نظری و روش تحقیق. 2
  1یمبانی نظری شبکه عصبی مصنوع .2-1

ن ی ـ ا.ابداع شـده اسـت   بینی  پیش یبراز  ین یدتری جد یها ، روش ی متداول قبل  یها امروزه به موازات مدل   
 ی مرکـز یستم عـصب ی ـ از سیا شـده   موسـومند، مـدل سـاده   ی مـصنوع ی عـصب یهـا  ها که بـه شـبکه     روش

رنـد و   یگ  ی فرا م ـ   را ین کل یها، قوان  ا مثال ی ی عدد یها   داده بر شبکه با انجام محاسبات      ،در واقع . باشند  یم
ل ی تـشک ی مصنوعیها  از نرونیک شبکه عصبی. شود ی هوشمند گفته میها ستمیل به آنها سین دلیبه هم 

 ی عـصب  یها  ن واحد پردازش اطلاعات است که اساس عملکرد شبکه        یا گره کوچکتر  ینرون  . شده است 
 بـر نموده و پس از پـردازش  افت یها را در یها، ورود ک از نرونیهر  ). 1377منهاج،  (دهد    یل م یرا تشک 

ع ی ـعنـوان مرکـز پـردازش و توز   ه لـذا هـر نـرون در شـبکه ب ـ    . ندینما ید می تول یگنال خروج یک س یآنها  
) 1(شـکل   ). 1995،   و لـو   وو( مخـصوص بـه خـود را دارد          ی و خروج ـ  یکند و ورود    یاطلاعات عمل م  

 ی و خروج ـ  یب ورود ی ـت بـه تر   a و   p اعـداد باشـد کـه در آن         ی م یک نرون تک ورود   یش ساختار   ینما
  . نرون هستند

 
  ی مدل نرون تک ورود.1شکل 

                                                            
1. Artificial Neural Network 
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 اسـت کـه در      1گر مقـدار ثابـت      ی د یورود. شود  مین  یی تع wله مقدار عدد    ی بوس a بر q ریثأزان ت یم
ا ی ـل  ی تابع تبـد   ی برا n خالص   ین حاصل جمع ورود   یا. شود  می جمع   wp ضرب شده و سپس با       bجمله  
  : شود میف یتعر) 1(صورت معادله ه  نرون بیب خروجین ترتیاه ب. است f) محرک (یساز فعال

  

)bwp(fa += )1 (                                                                                                                          
  

بر اسـاس  . شود یز توسط طراح انتخاب م ی ن fباشند و تابع محرک       یم م ی قابل تنظ  b و   w یپارامترها
ن ی ـ بـه ا   یریادگی ـ ،قـت یدر حق . گردنـد   یم م ی تنظ b و   w ی، پارامترها یریادگیتم  ی و نوع الگور   fانتخاب  

 مطابقـت   ی نرون با هـدف خاص ـ     ی و خروج  یر کنند که رابطه ورود    یی تغ به صورتی  b و   w است که    امعن
 نـشان داده    ی ورود Rک نرون با    یمدل  ) 2(در شکل   .  دارد یک ورود یش از   ی ب ک نرون یعموماً  . دینما

  .شده است
  

  
  ک نرونی ی مدل چند ورود.2شکل 

  
) b(ب ی و جمله ارwس وزن یباشند و با ماتر ی می عناصر بردار ورودPi ی، عددها)2(در شکل 

  : دهند یل میتشک) 2( خالص را به صورت رابطه یورود
  

)2            (                                                                                             ∑
=

+=+=
R

1i
i,1i bpWbWPn  

  

] ،کـه در آن  ]TR21 P,....,P,PP ] و = ]R,12,11,1 W,...,W,WW  نـرون بـه   ی خروج ـ،تی ـ و در نها=
  : خواهد بود) 3(صورت رابطه 

  

)3                      (                                                                                                       )bPW(fa += 
  

کنـد   یت نم ـی ـ حل مسائل کفای براییز به تنهایاد نی زیها ی با تعداد ورودینرون حت کیمعمولاً 
  . شود یه استفاده میک لای  به عنوان از چند نرونیشتر موارد از اجتماعی در ب،نیبنابرا). 1377منهاج، (
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تواننـد بـه طـرق مختلـف          ی م ـ یکیولـوژ ی ب ی عـصب  یهـا    هماننـد شـبکه    ی مـصنوع  ی عصب یها  شبکه
 متـصل گردنـد و   یکـدیگر  متفـاوت بـه   یهـا  تواننـد از راه  یهـا م ـ   کـه نـرون  عنان میه ا شوند ب یسازمانده

هـای عـصبی     ضر انواع مختلفی از شبکه    در حال حا  . ندید نما ی تول ی مختلف ی با ساختارها  ی عصب یها  شبکه
بررسی مطالعات حاکی از تأکید بـر اسـتفاده       . د که برخی از آنها دارای کاربرد بیشتری هستند        نوجود دار 

 کبـودان   ،عنـوان مثـال   ه  ب ـ. انتشار اسـت   انتشار و شبکه آبشاری پس     هایی مانند شبکه پیشخور پس     از شبکه 
مالیــک و . انتــشار را پیــشنهاد نمودنــد ه پیــشخور پــسشــبک) 2008(و همچنــین یــو و همکــاران )2001(

انتـشار در   شـبکه پیـشخور پـس   . انتشار را مناسـب ارزیـابی کردنـد       شبکه آبشاری پس  ) 2006(ناصرالدین  
در ایـن   . نیـز مـورد تأکیـد قـرار گرفـت اسـت           ) 1387(و اصفهانیان و ناصـری      ) 1382(مطالعه اصفهانیان   

انتـشار نیـز کـه در        یافته و شبکه المان پـس      دو شبکه رگرسیون تعمیم    ،های یاد شده    بر شبکه  علاوهمطالعه  
مورد توجه قرار گرفته بود اسـتفاده شـد کـه           ) 1387(برخی از مطالعات همانند اصفهانیان و امین ناصری         

  . اند در ادامه معرفی شده
  
  1انتشار  شبکه پیشخور پس .2-1-1

در این شبکه . ا دو لایه پنهان نشان داده شده استانتشار ب یک نمونه از شبکه پیشخور پس) 3 (شکلدر 
های لایه  های لایه قبل دریافت و پس از پردازش آن را به نرون ها اطلاعات را از نرون هر نرون از لایه

 Yی ورودی، ها داده بردار Xدر شبکه زیر . یند بطور معکوس تکرارپذیر نیستادهد و این فر بعد می
ایلینا و (دهد   را انجام میها داده تابع عملگر است که پردازش بر روی Fی خروجی و ها دادهبردار 

  ). 2004همکاران، 
  
  

  
  

   با دو لایه پنهانانتشار پس ساختار شبکه پیشخور .3شکل 

                                                            
1. Feed forward Back Propagation Network 

 ی ورودیها داده

 ی پنهانهالایه

خروجییهاداده
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  1انتشار شبکه المان پس .2-1-2
د با آن  نوع عملکرلحاظ اما از ، استانتشار پسشبکه المان نیز دارای ساختاری مشابه شبکه پیشخور 

انتشار برگشتی   بر خلاف شبکه پیشخور پسانتشار پسبه این ترتیب که شبکه المان . دارای تفاوت است
ی واقعی را ها دادهقسمت اول . دی شامل دو قسمت استوی ورها دادهدر این شبکه در واقع لایه . است

به . کند ا در خود حفظ می توسط لایه پنهان رها داده و قسمت دوم اطلاعاتی از پردازش شود میشامل 
شده توسط یک لایه پنهان مجدداً توسط لایه ورودی مورد استفاده قرار   اطلاعات ایجاد،این ترتیب

  ).2005، هانگ و همکاران(دهد  تأثیر قرار می یند آموزش را تحتاد و از این طریق ادامه فرنگیر می
  
   2انتشار پسشبکه آبشاری  .2-1-3

 در حالت کلی و برای شبکه حاوی سه لایه پنهان ترسیم شده انتشار پسری شبکه آبشا) 4 (شکلدر 
تر   شده و شبکه تا پایینآغازهای لایه پنهان آموزش  ها ابتدا بدون استفاده از نرون  در این شبکه. است

سپس یک لایه پنهان با تعدادی نرون به شبکه افزوده شده . دهد سطح خطای ممکن آموزش را ادامه می
  ). 2004شت،  (شود میهای بعدی افزوده  های بعدی لایه یابد و در گام وزش شبکه ادامه میو آم

  

  

  
  

   با سه لایه پنهانانتشار پس ساختار شبکه آبشاری .4شکل 
  
  
  

 

                                                            
1. Elman Back Propagation Network 
2. Cascade Back Propagation Network 

 ی ورودیها داده

 های پنهانلایه

خروجیی ها داده
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  1یافته  شبکه رگرسیون تعمیم .2-1-4
  ). 1991اسپکت، (صورت زیر است ه یافته نیز ب ساختار کلی شبکه رگرسیون تعمیم

  

  
  

  :شود مییافته از توابع زیر استفاده  در شبکه رگرسیون تعمیم
  

)4                     (                                             
∑

∑

=

== n

1i

22
i

n

1i

22
ii

)σ2/D(

)σ2/D(Y
)X(Y و )XX.()XX(D i

T
i

2
i −−=  

  

 یک پارمتر است که :σی خروجی و ها داده بردار :Yی ورودی، ها داده بردار :X ،در روابط فوق
  .  استX بر روی بردار Y کردن یون رابطه فوق رگرس،در واقع. کند مقادیر متفاوتی را اختیار می

تواند منجر به انطباق بیش از حد   مطالعات استفاده از لایه پنهان فراتر از سه عدد می ایناساس رب
همچنین با .  عدد استفاده شد3 و 2، 1های  ه از تعداد لایهلذا در این مطالع) 1996کاسترا و بوید، (شود 

استفاده  2نیوتنی شبه مارکوآت و -از دو تابع آموزش لونبرگ) 2002رک، (توجه به تأکید مطالعات 
  .گردید

  
  
  
  

                                                            
1. Generalize Regression Network 

  .باشد  میQuasi Newton (BFG)لازم به ذکر است که در ادبیات شبکه عصبی این واژه معادل . 1

 ی ورودیها دادههای  نرون

σ2/D(exp(تابع عملگر نرون  22
i= 

 نرون عملگرهای جمع
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   1ن متحرکیانگیون می خودرگرسیالگو .2-2
 مرتبـه جملـه   qون و یگرس ـ مرتبـه جملـه خودر  pند که شـامل  ی گوARMA (p,q) را یندیا فریبطور کل

 مرتبـه جملـه بـا    qر وابـسته و  ی ـ مرتبه جمله با وقفه از متغ   p شامل   ،گریعبارت د ه   ب .ن متحرک باشد  یانگیم
 سـاکن شـود و      یریگ  مرتبه تفاضل  d پس از    ی زمان یک سر ین اگر   یهمچن. وقفه از جملات اخلال باشد    

 ی زمـان ی، سری اصلی زمانیصورت سرن یم در ای کنی مدلسازARMA (p, q)ند یاسپس آنرا توسط فر
ک مـدل  ی ـ). 1378، یگجرات ـ(باشـد   ی م ـARIMA (p, d, q) ن متحرک انباشـته یانگی میونیخود رگرس

 : عبارتست از ARMA (p, q) یعموم
  

qtq2t21t1tptp2t21t1t εθ...εθεθεyφ...yφyφµy −−−−−− −−−−+++++= )5                        (                          
 

 ن متحرکیانگیون میسخودرگر یانتخاب وقفه در الگو .2-2-1

  و همکارانوینیمارسل. باشد ی می زمانی سری الگوهاینیب شین مراحل پیزاتر انتخاب وقفه از چالش
کا با استفاده از ی کلان اقتصاد آمریرهای ماهانه متغیها ی سرینیب شیمنظور انتخاب وقفه در په ب) 2006(

، 12، انتخاب وقفه ثابت 4 انتخاب وقفه ثابت شاملار استفاده نمود که یاز چهار مع 2ویاتورگرس یالگو
 را ئی جزیب هبستگیاستفاده از ضرا) 1998(نفلد یندک و رابیپ.  بود3ار شوارتزیک و معیار آکائیمع
منظور ه ب) 1997(پسران و پسران  .و مناسب عنوان کردندیند اتورگرسیاا مرتبه فری انتخاب وقفه یبرا
 وقفه را 3 آنها استفاده از حداکثر ،ن اساسیبر ا. شنهاد دادندیرا پک یآکائار ین وقفه استفاده از معییتع
ار و یک معیش از یتوان گفت استفاده از ب یدر مجموع م.  سالانه مناسب عنوان کردندینیبذشی پیبرا

ات انتخاب وقفه یجه در ادبین نتی در اغلب مطالعات مشهودترینیب شی پی بر اساس خطاییقضاوت نها
روش . ه کرده استئ را ارایتر ر مطالعات رهنمون جامعیسه با سایدر مقا) 2004(ا اندرس  ام،باشد یم
 یی جزی و تابع خودهمبستگACF(4 (یخود همبستگ تابع یها یژگی بر ویافت مبتنین رهیه شده در ائارا

)PACF(5 ان نمودیر بیصورت زه توان ب ی مین روش را در حالت کلیا. است:  
ن ی ـپـس از ا . شـود  ی محـو م ـ q پس از وقفه ی تابع خود همبستگARIMA (p,q)ند یاک فریدر  −

 ی بررس ـیب خودهمبـستگ ی بـه ضـر  توجـه توان با  ین کاهش را م یا. ابدی ی کاهش م  یوقفه، خودهمبستگ 
 . نمود

                                                            
1. Autoregressive Integrated Moving Average (ARIMA) 
2. Autoregressive 
3. Schwarz Criterion 
4. Autocorrelation Function  
5. Partial Autocorrelation Function  
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 .شود ی محو مq پس از وقفه یی جزی تابع خود همبستگARIMA (p,q)ند یاک فریدر  −

 ی و بـرا ینـد مختلـف را بررس ـ  یاتـوان چنـد فر   یهـا م ـ   ی از سـر ین روش در مورد برخ یبر اساس ا  
ان ی ـ میا عـدم وجـود خودهمبـستگ   ی ـ، وجـود   ک، شوارتز یآکائ همانند   ییارهایان آنها از مع   یانتخاب از م  

در . ن جملات اخلال اسـتفاده نمـود  یع ا یبودن توز  ند موردنظر و نرمال   یاجملات اخلال پس از برآورد فر     
اسـتفاده  ) 2004( انـدرس    یشنهادی از روش پ   ی تحت بررس  یها یند سر یافرمنظور انتخاب   ه   ب ،ن مطالعه یا

های عـصبی نیـز اسـتفاده        های به دست آمده از این روش در شبکه          لازم به ذکر است که از وقفه       .دیگرد
ک در مطالعـه  ی ـهـای عـصبی بـر اسـاس معیـار آکائ        استفاده در شـبکه    های مورد  تعیین تعداد وقفه  . گردید

  . شود می مشاهدهنیز ) 2006(ین مالیک و ناصرالد
  
 بینی پیشانتخاب بهترین مدل  .2-3

یـک  .  کرد تقسیمنظر را به دو قسمت       های سری مورد    بایست داده    ابتدا می  بینی  پیشهای    روش تمامبرای  
د کـه آنهـا را اصـطلاحاً    ن ـگیر اسـتفاده قـرار مـی      برازش مـدل مـورد    آموزش یا   سری از آنها معمولاً برای      

 2بینـی  پـیش رونـد را اصـطلاحاً نمونـه      و سری دوم را که برای آزمون مدل بکار مـی   1ستگرمیدهای    داده
 درصـد   30 و   20،  10 شـامل سـه گـروه        بینـی   پـیش ی مورد اسـتفاده بـرای       ها  دادهدر این مطالعه    . نامند  می
شـود و     یهای دستگرمی انجام م ـ      محاسبات بر مبنای داده    بینی  پیشهای     مدل تمام برای   ،در واقع . باشد می

گیـری   هـای مختلفـی بـرای انـدازه        روش. گیرنـد    مورد آزمون قرار می    بینی  پیشهای دوره     به کمک داده  
 ین ـیب شی پ ـ ین مجـذور خطاهـا    یانگیشه م یر ترین آنها معیار    رایج  که  وجود دارد  بینی  پیشهای    دقت مدل 

)RMSE(3 عنـوان  ه  اشته باشد ب   را د  بینی  پیش ین مجذور خطاها  یانگیشه م یرهر مدلی که کمترین     . است
ه این معیـار ب ـ   . شده استفاده گردید    در این بررسی نیز از معیار یاد       .گردد   انتخاب می  بینی  پیشبهترین مدل   

  ):1998نفلد، یندک و رابیپ(صورت زیر است 
 

2/1
hT

Ti

2
tt )h/)yŷ((RMSE ∑

+

=

−= )6         (                                                                                    

  

 نیـز   h هـستند و     ینیب شی مورد پ  ی سر یشده و واقع   ینیب شیر پ یب مقاد ی به ترت  ty و   tŷ ،که در آن  
ا ی ـ ین ـیب شینـد پ ـ  یا انتخاب فر  ی مورد استفاده برا   یها  دادهز  ی ن T. باشد  می ینیب شیتعداد مشاهدات مورد پ   

 یارهـا ین مع ی ـا. ز استفاده شـد   یگر ن یار د یار فوق از دو مع    یعلاوه بر مع  . باشد  می ی دستگرم یها  دادههمان  
                                                            

1. Warm up 
2. Forecasting Sample 
3. Root Mean Squared Error  
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ت ی ـمز. MAPE(2 (ین ـیب شی پ ین خطاها یانگیار درصد م  ی و مع  1)MAE (میانگین مطلق خطاها  عبارتند از   
کـان  ست و امی ـاس ن ی ـن اسـت کـه وابـسته بـه مق         ی ـا ینیب شی پ ین خطاها یانگیدرصد م استفاده از شاخص    

ن ی ـا. نـد ینما یز فـراهم م ـ ی ـاس متفاوت هـستند ن ی مقی که دارا ییها ی سر ی را برا  ینیب شیسه قدرت پ  یمقا
  : شوند یف میر تعریصورت زه ها ب شاخص
 

)h/y/yŷ(MAPE
hT

1Tt
ttt∑

+

+=

−= )7         (                                                                                   

  

شـاخص  . تـر خواهـد بـود      شـده مطلـوب    هئ ارا ینیب شی پ ،تر باشد  نیین دو شاخص پا   یر ا یمقادهرچه  
  : شود میصورت زیر محاسبه ه میانگین مطلق خطاها نیز ب

  

)8                                       (                                                                  h/)yŷ(MAE
hT

1Tt
tt∑

+

+=

−=  
  

 بـه شـرح زیـر      3ماریانو -های یادشده از آماره دیبلد      شبکه بینی  پیشمنظور مقایسه توان    ه   ب ،همچنین
  :استفاده شد

  

)9                                    (                                                                               )dvar(/dDM =  
  

تـابع  . باشـد   می d نیز واریانس    )dvar( میانگین سری تفاضلی تابع خطا در نمونه و          d ،در آن که  
البته این آماره نیـز     . شود  می در نظر گرفته     بینی  پیشخطا در حالت معمول بصورت مجذور مقادیر خطای         

در این مطالعـه  ). 2004اندرس،  (باشد می بینی پیشبستگی سریالی مقادیر خطای مبتنی بر فروض عدم هم   
 مقادیر آماره به دست آمده با مقادیر آماره توزیع نرمال مقایسه     .نیز از مجذور مقادیر خطا استفاده گردید      

ده های به دست آم ـ    بینی  پیشدار میان   بارت است از عدم وجود اختلاف معنا      گردد و فرض صفر نیز ع      می
  .دو شبکه
  

  ها داده. 3
های  از قیمت نفت سنگاپور گازوییلقیمت های مختلف   بر وقفهعلاوههای عصبی  برای آموزش شبکه

و همچنین ) 2008یو و همکاران، (های مهم  عنوان نفته تگزاس اینترمدیت و برنت دریای شمال ب وست
                                                            

1. Mean Absolute Error 
2. Mean Absolute Percentage Error  
3. Diebold-Mariano 
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استفاده ) 1387ابریشمی و همکاران، (وپا ترین بازار ار عنوان مهمه  در بازار روتردام بگازوییلقیمت 
به این ترتیب که ابتدا نرخ .  نیز پردازشی بر روی آنها صورت گرفتها دادهپیش از استفاده از . شد

 محاسبه و بر حسب تغییرات مثبت و منفی به دو گروه تفکیک شد و با استفاده از یک ها دادهتغییرات 
منظور ه  ب،در ادامه. استفاده قرار گرفت وزش شبکه موردمتغیر موهومی این الگوی تغییرات در آم

نمودن ابتدا مقادیر سری تصادفی در محیط  یند تصادفیادر فر. ها تصادفی شدند آموزش بهتر شبکه داده
 ایجاد و سپس بر اساس سری تصادفی اعداد مرتب گازوییل و متناظر با سری قیمت  اکسلنرم افزار
   1.گردید

 تا انتهای 1987 ایران شامل دوره ابتدای ژانویه خام نفتهای هفتگی  فاده قیمتی مورد استها داده
بینی   در قالب سه رویکرد مجزا برای پیشها دادهاین . باشد  مشاهده می1190 یعنی 2010مارس 
) تخمین(ها برای آموزش   درصد از داده90به این ترتیب که در رویکرد اول . نداستفاده قرار گرفت مورد

شده به  های یاد در دو رویکرد دیگر نسبت. استفاده قرار گرفت  موردبینی پیش درصد باقیمانده برای 10و 
استفاده از پایگاه اطلاعاتی سازمان مدیریت اطلاعات  ی موردها داده. بود) 30-70( و )20-80(ترتیب 
افزار  های عصبی مصنوعی نیز از نرم  شبکهبینی پیشبرای آموزش و . متحده به دست آمد ایالات  انرژی

Matlab7.1نیز با استفاده از  ن متحرکیانگیون میخودرگرستخمین الگوی رگرسیونی .  استفاده شد
  .  صورت گرفتEviews5افزار  نرم

  

  نتایج و بحث. 4
.  بررسی گردیدها دادهابتدا ایستایی  ن متحرکیانگیون میخودرگرسمنظور تخمین الگوی رگرسیونی ه ب
گیری  بار تفاضل  اما پس از یک،باشند  در سطح ایستا نمیها داده این ند کهتایج آزمون ایستایی نشان دادن

 برای هر بینی پیشابتدا خطای . ه شده استهای مطالعه در دو قالب ارائ یافته. رفتاری ایستا نشان دادند
ه شده رائ ابینی پیشرین خطای  شبکه دارای کمتبینی پیش خطای ،ها آمده است و در ادامه یک از شبکه

ه شده  در بازار سنگاپور ارائگازوییل قیمت بینی پیشهای   نیز خلاصه یافته)1(-)4(در جداول . است
 ینیب شی پین خطاهایانگیدرصد متنها معیار ) 1(لازم به ذکر است که مقادیر ذکر شده در جدول . است

  .  دده  را بر حسب درصد نشان میبینی پیشاست که خطای 
 بینی پیشاستفاده برای  های مورد  در مورد شبکه،شود میطور که در این جدول نیز مشاهده  همان

 تشابه بیشتری وجود انتشار پس و شبکه آبشاری انتشار پس میان نتایج شبکه پیشخور ها داده درصد 10

                                                            
  .شود ین منظور استفاده می برای ا() Rand  از دستورExcelلازم به ذکر است که در محیط  .1
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تا شبکه نسبت به تعداد ها استفاده از تابع آموزش شبه نیوتنی موجب شده است  در هر دو این شبکه. دارد
 مارکوآت اهمیت تعداد -اما با بکارگیری تابع آموزش لونبرگ. لایه پنهان هیچ حساسیتی نداشته باشد

 با استفاده از شبکه دارای بینی پیشترین   دقیق  شبکهاین دودر . شود می مشاهدهلایه پنهان بطور روشن 
.  داشته استبینی پیش پنهان خطای بیشتری در یک لایه پنهان حاصل شده است و شبکه دارای دو لایه

رسد استفاده از یک یا سه لایه   به نظر میانتشار پسهای حاصل از شبکه المان  بینی پیش خصوصدر 
نیوتنی با یک لایه پنهان   که با استفاده از تابع آموزش شبهشود می بینی پیشپنهان موجب کاهش دقت 

 مارکوآت -البته استفاده از تابع آموزش لونبرگ. یابد ش می بطور نامطلوبی افزایبینی پیشخطای 
نیوتنی شده است اما استفاده از  های مبتنی بر تابع آموزش شبه های نسبت به شبکه بینی پیشموجب بهبود 

یافته نیز تنها از الگوی  شبکه رگرسیون تعمیم. گیرد ثیر نوع تابع آموزش قرار نمیأسه لایه پنهان تحت ت
 درصد از 10 بینی پیشبرای . های بهتری دارد بینی پیش ن متحرکیانگیون میخودرگرسرگرسیونی 

این . ه نمودئ ارابینی پیش درصد 2 با خطای کمتر از انتشار پستوان با استفاده از شبکه پیشخور  ها می داده
 درصد 2-5/2یافته   و شبکه رگرسیون تعمیمانتشار پس، شبکه المان انتشار پسرقم برای شبکه آبشاری 

  . است
اند نیز   نمودهها داده درصد از 20 بینی پیشهایی که مبادرت به  های به دست آمده برای شبکه یافته

های پنهان  ها که دارای تنوع در تابع آموزش و تعداد لایه در این شبکه. باشد میدارای روندهای مشهود 
 استفاده از تابع انتشار پس و المان انتشار پس، آبشاری انتشار پسهای پیشخور   یعنی در شبکهباشد می

نیز ) 1(طور که در جدول  های پنهان بوده است و همان ی حذف نقش لایهابه معننیوتنی  شبهآموزش 
ی پنهان بسیار نامحسوس ها لایهنیوتنی اثر تعداد  مشخص شده است به دنبال استفاده از تابع آموزش شبه

های تحت   در شبکهبینی پیش اثر تعداد لایه پنهان بر دقت برخلاف آنچه در مورد. ظاهر شده است
اند اثر   مارکوآت بهره گرفته-هایی که از تابع آموزش لونبرگ نیوتنی گفته شد در شبکه آموزش شبه

شده استفاده از سه  های یاد به این ترتیب که در هر سه گروه از شبکه. شود میه مشاهدمشخصی از آنها 
 دو لایه پنهان بالاترین خطا ، را به همراه داشته است و از سوی دیگربینی پیشطای لایه پنهان کمترین خ
 درصد از 20ه شده برای ئهای ارا بینی پیشی مورد استفاده ها شبکههمانند . را موجب شده است

ن یانگیون میخودرگرس توسط شبکه رگرسیون تعمیم یافته و الگوی رگرسیونی گازوییلی قیمت ها داده
 20 بینی پیش برای آموزش و ها داده درصد 80استفاده از . های بعدی قرار دارد در اولویت متحرک

 کنار گذاشته شد با کاهش خطای بینی پیش درصد برای 10درصد باقیمانده در مقایسه با شرایطی که 
  .  در تمام الگوها همراه شده استبینی پیش
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 روند منظمی از اثرگذاری تعداد لایه پنهان ها هداد درصد از 30 بینی پیشنتایج به دست آمده برای 
عنوان ه ب.  اثر یکی از آنها بارزتر بوده استها شبکهدهد و در هر یک از  و نوع تابع آموزش را نشان نمی

 اما در مورد شبکه ،ز اهمیت است اثر نوع تابع آموزش حائانتشار پس در مورد شبکه پیشخور ،مثال
ز یک لایه پنهان تقریباً فارغ از نوع تابع آموزش دارای کمترین خطای  استفاده اانتشار پسآبشاری 

های فوق   هیچ یک از استنباطانتشار پس در مورد نتایج شبکه المان ،همچنین.  استبینی پیش
 بینی پیشی ها دادهیافته افزایش استفاده از سهم  در مورد شبکه رگرسیون تعمیم. استخراج نیست قابل

 ن متحرکیانگیون میخودرگرسکه در مورد الگوی  حالی  شده است دربینی پیش موجب افزایش خطای
  . شود میه مشاهدعکس آن 

  

   در بازار سنگاپور گازوییلبینی قیمت  حاصل از پیشبینی  درصد خطای پیش .1جدول 
  با استفاده از الگوهای مختلف 

 

  نیوتنی  شبه   مارکوآت-لونبرگ  نوع تابع آموزش

  الگونوع 
 ی پنهانها لایهتعداد                       

   بینی پیش های درصد داده
1  2  3  1  2  3  

10 99/1  03/3  45/2  63/2  63/2  63/2  
20  94/1 69/2 87/1 58/2 58/2 58/2 

  شبکه پیشخور
   انتشار پس 

30 51/2 05/2 27/2 58/2 58/2 58/2 

10 12/2  21/2  18/2  05/2  06/2  03/2  
20  17/2  62/2  11/2  08/2  08/2  03/2  

  شبکه آبشاری
   انتشار پس 

30 04/2 21/2 31/2 01/2 43/2 74/3 

10  46/2  31/2  63/2  08/30  63/2  63/2  

20  36/2  44/2  92/1  58/2  58/2  62/2  
  شبکه المان

   انتشار پس 
30 34/2 3  01/2 23/3 58/2 58/2 

10 78/2  
20  67/2  

  شبکه رگرسیون
  یافته   تعمیم

30 85/2  
10 98/3  
  ونیخودرگرسالگوی   13/3  20

 ن متحرکیانگی م
30 97/2  

  . تحقیقنتایج: مأخذ
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 ارائه ها دادههای دارای کمترین خطا برای هر یک از سه گروه از نیز الگو) 2( -) 4(در جداول 
ان تابع رسد پیکربندی شبکه با استفاده از دو امک  به نظر میها داده درصد 10 بینی پیشبرای . شده است

های دارای این  هایی با خطای کمتر شده است و شبکه بینی پیشیابی به آموزش و لایه پنهان موجب دست
را زی است دشوارالبته تمایز میان توابع آموزش . )2جدول  (اند  را داشتهبینی پیشموقعیت کمترین خطای 

استفاده کرده است شبکه  مارکوآت - از تابع آموزش لونبرگبینی پیششبکه دارای کمترین خطای 
 استفاده از تابع آموزش انتشار پسدارای رتبه دوم از تابع آموزش شبه نیوتنی و مجدداً در شبکه المان 

 لذا اهمیت تابع آموزش در کنار نوع شبکه مترین خطا را به همراه داشته است، مارکوآت ک-لونبرگ
 نمود اما ارائهتوان استدلال روشنی   به راحتی نمیدر مورد تعداد لایه پنهان نیز. قابل ملاحظه خواهد بود

دو الگوی .  درصد تمایل به استفاده از تعداد لایه کمتر بوده است10ی ها داده خصوصبطور کلی در 
  . شده خطای بالاتری دارند ی یادها شبکهدیگر در مقایسه با 

  
   الگوهای مختلف ریقاز ط  بازار سنگاپورگازوییلبینی قیمت   نتایج حاصل از پیش.2جدول 

  ها   درصد داده10با استفاده از 
  

 نوع الگو                       
       ها ویژگی     

  شبکه پیشخور 
  انتشار پس

 شبکه آبشاری
 انتشار پس

  شبکه المان
 انتشار پس

 شبکه رگرسیون
 یافته تعمیم

 ونیخودرگرسالگوی 
 ن متحرکیانگی م

  -  - مارکوآت -لونبرگ  نیوتنی شبهتمارکوآ -ونبرگل  نوع تابع آموزش
  -  -  2  1  1  پنهانهای  تعداد لایه

  ن مجذور یانگیریشه م
  ینیب شی پیخطاها

71/2  96/2  15/3  99/4  77/11  

  62/8  88/2  11/2  89/1  81/1  ن مطلق خطاهایانگیم
  ن یانگیدرصد م

 ینیب شی پیخطاها
99/1  05/2  31/2  78/2  98/3  

  2/223  49/94 52/94 45/94  43/94  )70/94(میانگین  
  5  4  3  2  1  رتبه

  . تحقیقنتایج: مأخذ
  

در این جدول .  استارائه شده ها داده درصد از 20های به دست آمده برای  یافته) 3(در جدول 
 اما تفاوت دیگر در ،است) 2( همانند جدول ها شبکهترین تابع آموزش برای هر یک از انواع  خطا کم

ها دو شبکه دارای کمترین خطای  بینی پیشاین ترتیب که در این گروه از به .  استها شبکهاولویت 
 هستند هر دو از تابع آموزش انتشار پس و شبکه پیشخور انتشار پس که به ترتیب شبکه المان بینی پیش
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 که در رتبه سوم قرار دارد از تابع انتشار پساند و شبکه آبشاری   مارکوآت استفاده کرده-لونبرگ
یی که از تابع ها شبکهتوان گفت  بطور قطع می. نیوتنی برای آموزش شبکه بهره گرفته است هآموزش شب

 درصد برخوردار خواهند 2 کمتر از بینی پیشکنند از خطای   مارکوآت استفاده می-آموزش لونبرگ
ندکی کند این رقم ا نیوتنی استفاده می  که از تابع آموزش شبهانتشار پسدر مورد شبکه آبشاری . بود

یافته و الگوی رگرسیونی   شبکه رگرسیونی تعمیمخصوصاین رقم در .  درصد است2بالاتر از 
های  در مورد شبکه.  درصد است3 و بیش از 5/2نیز به ترتیب بیش از  ن متحرکیانگیون میخودرگرس

تفاده از  مارکوآت تمایل به اس- تابع آموزش لونبرگها داده درصد از 20 بینی پیشبه دست آمده برای 
  .  تعداد لایه پنهان بالا دارد

  
   الگوهای مختلفاز طریق بازار سنگاپور گازوییلقیمت بینی   نتایج حاصل از پیش.3 جدول

  ها   درصد داده20با استفاده از 
  

  نوع الگو         
    ها ویژگی  

  شبکه پیشخور
  انتشار پس

 شبکه آبشاری
 انتشار پس

  شبکه المان
 انتشار پس

 سیونشبکه رگر
 یافته تعمیم

 ونیخودرگرسالگوی 
 ن متحرکیانگیم

  -  -  مارکوآت-لونبرگ  شبه نیوتنی  مارکوآت-لونبرگ  نوع تابع آموزش
  -  -  3  1  3  های پنهان تعداد لایه

            
 ن مجذوریانگیریشه م
  ینیب شی پیخطاها

87/2 87/2 61/2 75/4  12/9  

            
  40/6  76/2 76/1 93/1 77/1 ن مطلق خطاهایانگیم

            
  نیانگیدرصد م
 ینیشبی پیخطاها

87/1 08/2  92/1  67/2  13/3  

            
  5/204  08/98 65/97 76/97 57/97 )72/97(میانگین 

  5  4  1  3  2  رتبه
  . تحقیقنتایج: مأخذ

  
در این جدول نیز .  شده استارائه ها داده درصد از 30های مشابه برای  نیز یافته) 4(در جدول 

 مارکوآت استفاده نموده -  از تابع آموزش لونبرگانتشار پس و شبکه المان انتشار پسر شبکه پیشخو
 لحاظالبته از . نیوتنی را ترجیح داده است  تابع آموزش شبهانتشار پساست و همچنین شبکه آبشاری 
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ر بر اساس نتایج به دست آمده د. شده اختلاف کمی با یکدیگر دارند  سه الگوی یادبینی پیشخطای 
ل ئ تمایزی قاها شبکهبرحسب نوع تابع آموزش و همچنین تعداد لایه پنهان نمی توان میان ) 4(جدول 

ون یخودرگرس الگوی ها داده درصد از 30 بینی پیشی بکار گرفته شده برای ها شبکهدر مورد . شد
 شد عملکرد همشاهد ها داده درصد 20 و 10 بینی پیش با آنچه پیشتر برای هیساقمدر  ن متحرکیانگیم

 در .باشد مییافته بسیار اندک  خود را بهبود بخشیده است و اختلاف میان آن با شبکه رگرسیون تعمیم
ها و میانگین سری حقیقی تفاوت  بینی پیشبر حسب مقادیر میانگین میان  ها دادهمورد هر سه گروه از 
  . شود بسیار اندکی دیده می

  
   الگوهای مختلف از طریق بازار سنگاپور گازوییلمت قیبینی   نتایج حاصل از پیش.4 جدول

  ها   درصد داده30با استفاده از 
  

  نوع الگو       
  ها  ویژگی  

  شبکه پیشخور
  انتشار پس

 شبکه آبشاری
 انتشار پس

  شبکه المان
 انتشار پس

 شبکه رگرسیون
 یافته تعمیم

 ونیخودرگرسالگوی 
 ن متحرکیانگیم

  -  -  مارکوآت-لونبرگ  نیوتنی شبه کوآت مار-لونبرگ  نوع تابع آموزش
  -  -  3  1  2  های پنهان تعداد لایه

 ن مجذوریانگیریشه م
  ینیب شی پی خطاها

94/2 83/2 72/2 58/4  83/7  

  28/5  75/2 79/1 83/1 86/1 ن مطلق خطاهایانگیم
  ن یانگیدرصد م

 ینیب شی پیخطاها
05/2 01/2 01/2 85/2  97/2  

  5/172  32/94 94 09/94 91/93 )11/94(میانگین 
  5  4  1  2  3  رتبه

  . تحقیقنتایج: مأخذ
  

های به دست آمده از  بینی پیشماریانو جهت ارزیابی و مقایسه  -مقادیر آماره دیبلد) 5(در جدول 
استفاده قرار   موردینیب شی پیدر این آماره مقادیر مجذور خطاها.  شده استارائهی مختلف ها شبکه

 مورد استفاده قرار بینی پیشمده و سپس در آصورت تصادفی دره  بها داده اینکه با توجه به. گرفته است
مقادیر آماره یادشده تنها برای . قابل استفاده استی عصبی ها شبکه لذا این آماره تنها برای ه است،گرفت
اره  مقادیر آمشود میطور که مشاهده   همان. شده استارائه) 2(-)4( شده در جداول ارائهی ها شبکه
از ) 2( - )4(ل  شده در جداوارائهی ها شبکهتوان گفت  ماریانو در سطح پایینی قرار دارد و می -دیبلد
البته در این خصوص لازم به ذکر است .  با یکدیگر ندارندبینی پیش در توان  آماری تفاوتیلحاظ
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 و در باشد می خاص ها مبتنی بر فروض  این آمارهنیز عنوان نموده است) 2004( اندرس  کهطور همان
   .عنوان معیار قضاوت لازم است جانب احتیاط نیز رعایت شوده استفاده از آنها ب

  
   شده ی بررسیها شبکهماریانو برای  -مقادیر آماره دیبلد .5 جدول

  

  یها دادهدرصد 
   بینی پیش 

10 20  30  

خور  
پیش

 
س

پ
 

شار
انت

  

ری
بشا
آ

 
س

پ
 

شار
انت

 

مان
ال

 
س

پ
 

شار
انت

 

ون
رسی

رگ
 

میم
تع

ی 
 افته

خور
پیش

که 
شب

 
س

پ
 

شار
انت

  

ری
بشا
ه آ

شبک
 

س
پ

 
شار

انت
 

مان
ه ال
شبک

 
س

پ
 

شار
انت

 

ون
رسی

رگ
که 

شب
 

میم
تع

 
افته

ی
 

خور
پیش

که 
شب

 
س

پ
 

شار
انت

  

ری
بشا
ه آ

شبک
 

س
پ

 
شار

انت
 

مان
ه ال
شبک

 
س

پ
 

شار
انت

 

ون
رسی

رگ
که 

شب
 

میم
تع

 
افته

ی
 

                 -27/0 -11/0 -08/0  -  انتشار پیشخور پس
           -24/0-04/0 --08/0 انتشار پسآبشاری 

           -29/0 --04/0-11/0 انتشار پسالمان 
10

            --29/0-24/0-27/0 یافته رگرسیون تعمیم
                       

       -00/006/023/0 -      انتشار پیشخور پس
         -20/0 19/0  -00/0         انتشار پسآبشاری 

         -23/0  - 06/019/0         انتشار پسالمان 
20

          - -23/0 -20/0-23/0         یافته رگرسیون تعمیم
                            

 -17/0 06/0 04/0  -                  انتشار پیشخور پس
 -19/0 04/0  - 04/0                 انتشار پسآبشاری 

 -21/0  - 04/0 06/0                 انتشار پسالمان 
30

  - -21/0 -19/0 -17/0                 یافته رگرسیون تعمیم
  . تحقیقنتایج: مأخذ

  
  گیری و پیشنهادات نتیجه. 5

ت آن همواره مورد توجه و تأکید باشد ماهمیت منابع انرژی در اقتصادها باعث شده است تا تغییرات قی
های   روند آتی قیمتبینی پیشمصنوعی تمایل به  عصبی های توانمند همانند شبکه ویژه با ظهور روشه ب

مطالعه  یطور که در ابتدا ان اما هم، استه مورد توجه بودخام نفت البته عمدتاً. تر شده استاین منابع بیش
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 در بازار گازوییل بیانگر قیمت رعنوان متغیه  در بازار سنگاپور که بگازوییلنیز ذکر شد در مورد قیمت 
ما علیرغم این تفاوت و ا.  متفاوت استخام نفتفته است الگوی نوسان با راستفاده قرار گ خاورمیانه مورد

با توجه به اینکه . ز اهمیت آن در اقتصاد ایران در مطالعات به آن توجهی نشده استئهمچنین نقش حا
 در این مطالعات با مطالعات گذشته تفاوت دارد لذا امکان بینی پیشافق مورد استفاده در آموزش و و 

 را بر حسب درصد بیان بینی پیشخطای  تنها با مطالعاتی وجود دارد که بینی پیشمقایسه خطای 
دارای چنین ) 1387( تنها مطالعه اصفهانیان و امین ناصری داخلی در دسترسدر میان مطالعات . اند نموده

.  درصد به دست آمد48/3بینی در شبکه دارای کمترین خطا  ویژگی بود که در آن مطالعه خطای پیش
 2 درصد این رقم تنها حدود 30 و 20، 10هر سه گروه  بینی پیشدر حالی که در مطالعه حاضر برای 

ر وتواند بط ی پیشنهادی مطالعه میها شبکهبه این ترتیب استفاده از . درصد به دست آمده است
نیا و  ، فرجام)2008( همانند مطالعات یو و همکاران ،همچنین. ها شود بینی پیشتوجهی موجب بهبود  قابل

ن یانگیون میخودرگرس های شبکه عصبی بر بینی پیشبرتری ) 1387(النبی  و شریف) 1386(همکاران 
  . مشخص گردید متحرک

ای حاصل شده است که از تابع آموزش   در شبکهبینی پیش کمترین خطای ها دادهدر مورد تمام 
 مشخص شد در اغلب موارد استفاده از تابع آموزش ، بر اینعلاوه. کند  مارکوآت استفاده می-لونبرگ

 لذا بهتر است در ،شود میی پنهان ها لایهوتنی منجر به عدم حساسیت شبکه نسبت به تعداد نی شبه
  . مارکوآت تأکید بیشتری ورزیده شود-مطالعات بر استفاده از تابع آموزش لونبرگ

 از تابع آموزش انتشار پس و شبکه المان انتشار پس دو شبکه پیشخور ها دادهدر مورد تمام گروه از 
کند و این  نیوتنی استفاده می  از تابع آموزش شبهانتشار پسارکوآت و شبکه آبشاری  م-لونبرگ

  . جویی در دستیابی به نتایج مطلوب شود تواند موجب صرفه می
نیوتنی تمایل به استفاده از تعداد لایه پنهان کمتر دارند لذا بهتر  ی دارای تابع آموزش شبهها شبکه

 اما در مورد ،ی پنهان کمتری استفاده شودها لایهبع آموزش از است در صورت استفاده از این تا
های  کنند روند منظمی در تعداد لایه  مارکوآت استفاده می-یی که از تابع آموزش لونبرگها شبکه

  .شود میپنهان دیده ن
ون یخودرگرسیافته و الگوی رگرسیونی   شبکه رگرسیون تعمیمها دادهدر مورد هیچ گروهی از 

 لذا استفاده این .در مقایسه با سه شبکه دیگر از دقت قابل رقابت برخوردار نبودند متحرکن یانگیم
  . شود میالگوها توصیه ن
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 در مقایسه بینی پیش درصد برای 20 برای آموزش و ها داده درصد از 80طور نسبی استفاده از  هب
ه  درصد را ب20-80توان ترکیب  ی کمتر به دنبال دارد لذا مبینی پیش خطای ها دادهبا سایر ترکیب از 

  . پیشنهاد نمودگازوییلهای قیمت  بینی پیشعنوان ترکیب مطلوب برای 
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