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  فصلنامه پژوهشها و سیاستهای اقتصادی
  171 - 198 ، صفحات1390 بهار، 57سال هجدهم، شماره 

 
 

 یها  بر اساس شبکه)سی تی اسکن (یزات پزشکی تجهی تقاضاینیب شیپ
 ARIMA 1 و روش ی مصنوعیعصب

  
  احمد جعفرنژاد

  ت دانشگاه تهرانیری دانشکده مداستاد
jafarnjd@ut.ac.ir  

  

  یمانیمحسن سل
  یت صنعتیریشناس ارشد مدکار

rostam_ms@yahoo.com 
  

افزاری و هم در بخش  های مورد نیاز آن هم در بخش نرم بخش بهداشت و درمان و زیرساخت
 در اقلام پزشکی و اهمیت تجهیزاتدر این میان . افزاری همواره مورد توجه بوده است سخت

های فعال در این بخش باید  شرکتها و  سازمان. نیست پوشیده کس  هیچبر کشورسلامت  سیستم
 اخذ نوسان کسب و کار امروز بتوانند تصمیمات صحیح را با توجه به اطلاعات موجود در محیط پر

روش و . رسد  حیاتی به نظر می موضوعیهای آتی بنابراین، تخمین مقدار تقاضا در دوره. نمایند
ط ضعف اها و نق  مزیتیک هر بینی تقاضا وجود دارد که ابزارهای مختلفی برای انجام پیش

لایه پیشخور  در این مقاله با استفاده از یک شبکه عصبی مصنوعی چند .دنمخصوص به خود را دار
با دو لایه پنهان که با الگوریتم ژنتیک به عنوان الگوریتم یادگیری آموزش داده شده است، سیستمی 

 ARIMA(2,1,1)با مدل )  جنکینز– باکس روش (بینی پیش استفاده در   ای با روش رایج مورد مقایسه
ه شده است که با توجه به معیار سنجش دقت ئاسکن ارا تی  تقاضای دستگاه سیبینی پیش  برای
، مدل شبکه عصبی اثربخشی و کارایی بیشتری را در )MSE(ها یعنی میانگین مجذور خطا  مدل

ها و اطلاعات موجود   با توجه به دادهاسکن تی  تقاضای دستگاه سیبینی پیش مقابل با روش آریما در 
  .از خود نشان داده است

  
  . JEL:C4,Q31بندی  طبقه
  .یزات پزشکی تجه،کیتم ژنتی الگور،ی مصنوعی عصبیها  شبکه،مای مدل آر، تقاضابینی پیش  :یدی کلهای هواژ

                                                 
 23/1/1390 :تاریخ پذیرش    17/8/1389: تاریخ دریافت 
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   مقدمه .1
 در حال نوسان نسبت ماًئدا و یط رقابتیک محیبا  فعال در کسب و کار یها ها و شرکت سازمانامروزه 

م ی تصمیها تی با موقعن عامل افراد رای ا.)1991، لراما  و2001پورتر و استرن، ( هستند مواجهبه گذشته 
  . کند یط رو به رو میمحن یا در یادیز

ند یا، فرینیب شیپ  کهباشد ی تقاضا مبینی پیش  ای یسنج ازیم، نی تصمیها تین موقعی از ایکی
 یها میتصم امروز، ریمتغ دنیای در موفقیت برای .)2001 آرمسترانگ، (است   ناشناختهیها تیموقع برآورد
ن در ی که اباشد میبا حداقل خطا  انجام شده یها بینی پیش   بهیمتک فعال در کسب و کار یها سازمان

  .)1983لتر، آبراهام و لدا ( مناسب استبینی پیش  ستمیسک یگرو داشتن 
 و هم در بخش یافزار از آن هم در بخش نرمین   موردیها رساختین و زبخش بهداشت و درما

اقلام  و زاتیت تجهیاهم ،انین میدر ا. ربط بوده استیذمورد توجه مسئولان  همواره یافزار سخت
 زاتیتجه ساخت و یتکنولوژ شرفتیپ با .ستین دهیپوش کس چیه بر کشورسلامت  ستمیس در یپزشک
 رشد یکشور ما دارا .شود یم صرف بخش نیا  دریتوجه قابل یها نهیهز و هی سرما،دیجد یپزشک
 ستمیس ء بر ارتقای دولت مبتنیها استیبا توجه به س .باشد میدرصد در سال  5/1 تا 3/1 نیب یتیجمع

ش توجه به سلامت از ی درمان و افزای بالا برایتقاضاشدن،  ی، صنعتینیرشد شهرنشبهداشت و درمان، 
 امکانات یز و نوسازی در سرتاسر کشور و تجهی درمانیها و مراکز بهداشت مارستانی بم، توسعه مردیسو

 یماران از کشورهای بی درمان از سوی و تقاضا براسوک ی آنها از ی و درمانی پزشکیافزار سخت
 یون دلاریلی م560 منطقه، بازار یرکشورهایران نسبت به سای در این درمانیی پایها نهیل هزیگر به دلید

 بیستانداز   اهداف سند چشمی در راستای مختلف علوم پزشکیها نهیقات در زمیش توجه به تحقیو افزا
ش ی مردم افزایص و درمان از سوی، تشخیریشگی پی تقاضا برا تاگر، باعث شده استی دسویساله از 

 داشته یش در پن بخی را در ایافزار  و نرمیافزار  امکانات سختیش تقاضا براین امر افزایابد که ای
  .است

های  های هوش محاسباتی در شاخه روش ثرترینؤهای عصبی به عنوان یکی از م امروزه شبکه
در . باشد میکارکرد سیستم عصبی انسان   الهام گرفته از نحوهها شبکهاین . اند شناخته شده مختلف علوم

های مختلف از خود  دیدهپ خور توجهی که دستگاه عصبی انسان در درک و تشخیص  کارایی در،واقع
داشته که با تقلید از این شبکه اقدام  بر آنت یریدر علوم مختلف از جمله مدنشان داده است محققان را 

 ی عصبیها شبکه .بنمایندمختلف ل ئعصبی مصنوعی برای تجزیه و تحلیل مسا یها شبکهبه طراحی 
ت ی، قابلیطیرات محییق با تغیت تطبیقابلها،   پردازش دادهیبودن، سرعت بالا ل هوشمندی به دلیمصنوع

 به کیتم ژنتیالگورو ) 1994ست، فاو( ادی زیدگیچی با پیرخطی غیها ستمیس یساز ت مدلیم و قابلیتعل
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ج یه نتائ، سرعت بالا در ارایعت تکاملی، طبین احتمالی چندجانبه، استفاده از قوانیل جستجویدل
  ازها  سازمانیرو شیط پیل و محئمسا یها یدگیچی توجه به پبا )2008پا، وا نان دام و دسی(قبول  قابل

  .باشند یها م یریگ می استفاده در تصمی براییهوشمند و توانا ،ی قویابزارها
 زاتیتجه تقاضا در بخش بینی پیش  انجام یبرارا  کیستماتیسک روش ی مقالهن یا ،ن منظوریبه ا

گرفته  قات صورتی تحقیخش دوم، به بررس ب.نماید یمه ئاران بخش یا در فعال یها شرکت یبرا یپزشک
استفاده در روش   موردیها مدلبخش سوم، . پردازد ی میزات پزشکی تجهی تقاضابینی پیش   خصوصدر
در . دهد میه ئرا ارااستفاده   موردیها ج حاصل از مدلی نتا،چهارمبخش . کند میف یشده را توص شنهادیپ

  .شود یه مئن موضوع ارایدر رابطه با ا یقات آتیق تحیشنهادها برایپ، یانیبخش پا
  

  قی تحقپیشینه. 2
 به صورت مقاله انجام یا شده ق ثبتی تحقکنون تایزات پزشکی تقاضا در بخش تجهبینی پیش در رابطه با 
 یها تقاضا در بخش ینیب شیپ در ی مصنوعی عصبیها شبکه اما در رابطه با استفاده از ،نشده است

  .شود می از آنها اشاره ی که در ادامه به تعدادده استش انجام بسیاری قاتیتحقمختلف 
یک شرکت فروشنده ن یره تأمیزنج ی تقاضابینی پیش به ) 2009(فندیگیل، اونات و قهرمان ا
 پرداخته و نشان دادند که شبکه ی و فازی مصنوعی عصبیها شبکهبا  در ترکیه  با دوامی مصرفیکالاها
   . است تقاضابینی پیش  در یلکرد بهتر عمی دارای فازیعصب

 ی اقتصاد سنج- ی شبکه عصبیساز  مدلیبیروش ترکک ی از )1996(ستنس بال س و ایلوهاج، ر
ن مدل یا.  در دانمارک استفاده کردندی مصرفیک شرکت فروشنده کالاهای  فروشبینی پیش  یبرا

 ی الگوی بازشناسیها صهیخص را با یسنج  اقتصادیها  مدلیات ساختاریتلاش کرد تا خصوص
   .کند  ادغام ی شبکه عصبیرخطیغ

 ی و شبکه عصبARIMA های مدلیک سیستم هوشمند ترکیبی را با ادغام  )2007(بر رتو و ووآب
 واقع در مارکت سوپرمین و توسعه یک سیستم جایگزینی در یک أزنجیره ت تقاضا در بینی پیش  یبرا

   .ه کردندئشیلی ارا
 ی فازی عصبیها شبکهق ادغام یاز طررا  تقاضا بینی پیش  هوشمند ستمیسک ی) 1998(و یکائو و ژ

  .ه کردندئارکت در چین اراسوپرمیک  استفاده در ی برای مصنوعی عصبیها شبکهو 
تم ی با الگوری فازی عصبیها شبکهفروش را بر اساس  بینی پیش ستم یک سی) 2001(کائو 

 مقایسه و نشان داد ARMAه و نتایج را با مدل ارائایوان در ت CVSک شرکت ی یک برای ژنتیریادگی
  .که شبکه عصبی فازی دارای عمکرد بهتری است
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 ی عصبیها شبکه فروش را بر اساس ادغام بینی پیش یک سیستم ) 2001(کائو، وو و وانگ 
 یبله و مانند مدل قئ ارای تایوانCVSشرکت  ی فازیها ی عصبی فازی با حذف وزنها شبکه و یمصنوع

  .دنباش می دو شبکه دارای عمکرد بهتری یبی مقایسه و نشان دادند که مدل ترکARMAنتایج را با مدل 
 را ی مصنوعی عصبیها شبکهنز و ی باکس و جنکیها مدل) 1991(ش وک یدا و فیتنگ، آلم

کا و ین در داخل آمری فروش ماشبینی پیش  ،یالملل نی بیی هواآمد مسافر خط و  رفتبینی پیش  یبرا
ی باکس و جنکینز در ها مدلنشان دادند که کار بردند و کا بین در خارج از آمری فروش ماشینیب پیش
ی عصبی مصنوعی بهتر ها شبکهمدت  ی عصبی مصنوعی هستند و در بلندها شبکهمدت بهتر از  کوتاه
  .هستند

عصبی مصنوعی ی ها شبکهبه وسیله  فروش بینی پیش  یبه بررس) 2008(و یونگ ی و یسان، چوئ
  .کنگ پرداختند فروشی فعال در عرصه مد در هنگ در یک خرده

کا با یمت آرد در سه شهر آمری قبینی پیش  یبه بررس) 1992(، مهروترا و موهان یچکرابورت
ره پرداختند و نشان دادند که ی چند متغی زمانیل سریه و تحلی تجزی برای مصنوعی عصبیها شبکه

  .باشد میهای سنتی  ت به روشکرد بهتری نسبپیشنهادی دارای عملروش 
 در یعی تجمیها یفروش  فروش خردهبینی پیشسه یبه مقا) 2001 (ی و سادوفسکیو آیآلون، ک

 یها شبکه پرداخته و نشان دادند که مدل یج سنتی رایها  و روشی مصنوعی عصبیها شبکهکا با یآمر
  .باشد می ینت سیها  نسبت به روشی عملکرد بهتری دارای مصنوعیعصب

 یها مدل روش. جاد کردندیبره را یک مدل شبکه عصبی مصنوعی کالی )1995(لچترماچر و فولر 
 یر ورودی آنها را به عنوان متغها داده یها  وقفهیی تا با شناساندکرد ینز را استفاده میجنک -باکس 
یاز در ساختار شبکه استفاده  از روش کاوشی برای شناسایی واحدهای پنهان مورد نها آن.نماینداستفاده 

  .ندکرد یم
 های منطق فازی را در صنعت ی عصبی و یا سیستمها شبکهسازی  پیادهات یجزئ) 1997(دوو و ولف 
ریزی، کنترل موجودی، کنترل کیفیت، فناوری گروهی و  های زمانبندی و برنامه به ویژه دربخش

  .ه کردندئ ارابینی پیش 
 -ل  سبا و ا- لا(ان برق یمدت جر مدت و بلند  کوتاهی تقاضابینی یشپ  توان به یگر موارد میاز د

هابس،  (ی استفاده از انرژی تقاضابینی پیش ، )2004ا، یلورا، برانو و مارواگل، سی بکال،1999ن، یما
 بینی پیش، )2005ماک، یزکاوگلا و ای سوزن، آرککل،1998کولام، یکولسارن، کوندا و ماراچیتپراپایج

 ی ورشکستگبینی پیش ، )2006 پالمر، مونتانو و سِس،  و1999 لاو و آئو، ،2000لاو، (سم ی توریتقاضا
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 و ی، ناکاموریهانگ، لا (ی خارجی نرخ مبادلات ارزهابینی پیش  ،)2001ا، یآت (یسک اعتباریر
به  نسبت یکار رفته عملکرد بهتر بی عصبیها شبکهن موارد ی اتمامدر . اشاره کرد... و  )2004وانگ، 
  .اند  داشتهی سنتیها مدلها و  روش

  
  قیروش تحق. 3

 قرار  از محققانیاری مورد توجه بسیتیریل مدئ به منظور حل مساراًی اخی هوش مصنوعبینی پیش فنون 
 یها تیق فعالیاز طر اندوختن دانش از طریق ها دارند تا همانند انسانرا  ییتوانان ی آنها ا.گرفته است

زات ی تجهی تقاضابینی پیش  ی برایستمیس ارائهن مقاله ی هدف ا،نیبنابرا. رندیبگاد ی ی تکراریریادگی
 ستمیسک ین مقاله یدر ان منظور، یه اب. باشد میط پر نوسان امروز یحت تقاضا در میری مدی برایپزشک
ک آموزش داده شده است و یتم ژنتی که با الگورشخوریه پیچندلا ی عصبیها شبکه بر اساس یا سهیمقا

 را نشان بینی پیش استفاده در   ند موردیافر) 1(نمودار .  شده استارائهن کار ی ایبرا ARIMAروش 
  .دنشو یمح یاستفاده تشر   موردیها  روش، در ادامه.دهد می

  
  ARIMAروش . 1-3

 از یعی حوزه وسی بررسیبر مبناآن اساس که توسعه دادند  را یروش 1960 در سال 1نزیباکس و جنک
 از یا ان مجموعهین روش مدل خود را از میا.  قرار گرفته استی زمانیک سری ی برابینی پیش  یها مدل
 فرض ARIMA در مدل .کند میک انتخاب یستماتی سیند، با روشیگو یم ARIMAها که به آن  مدل
 .دنباش می ی تصادفین مشاهده گذشته و خطاهای از چندی خطیر تابعیک متغی یر آتی که مقادشود می
 ،نیبنابرا. کاربرد دارد) مانا(ستا ی ای زمانیها ی سری براتنهاشده در آن   استفادهی و ابزارهاها مدلن یا

 یها  با استفاده از روشبایست  مین مدلیله ایستا به وسیرای غی زمانیک سریل ی از تحلپیش
  . ل شودیستا تبدی ایک سری به یریگ لیفرانسید
  
  
  

                                                 
1. Box & Jenkins 
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  بینی تجهیزات پزشکی فرایند مورد استفاده برای پیش. 1نمودار 
  

  :باشد می شکل  اینما بهی مدل آریصورت کل
  

tt
d Z)B(θX)B1)(B(φ =− )1                                    (                                                   

P
p

3
3

2
21 BφBφBφBφ1)B(φ −⋅⋅⋅−−−−= )2                (                                              

q
q

3
3

2
21 BθBθBθBθ1)B(θ +⋅⋅⋅++++= )3                                                                         (  
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tX،tZ،)B(φ،)B(θ،p،q،d،)p,...,2,1i(φi در آن، که q,...,2,1j(θ(و= j ب یه ترت ب=
، مرتبه ن متحرکیانگی میا جمله  چند،وی اتورگرسیا چند جمله، t در زمان دیز سفی، نوری متغیر آتیمقاد

ن یانگیو و می اتورگرسیها مدل ی و پارامترهایریگ درجه تفاضل ن متحرک،یانگیتبه مو، مریاتورگرس
  . باشند میمتحرک 
ن گروه ی مدل از بیتعداد مرحله اولدر . شوند یساخته مسه مرحله  یط ARIMA یها مدل

بر اساس قضاوت و تجربه  قواعد مشخص و بدون مربوط یارهایبر اساس مع ARIMA یها  مدلیعموم
از نمودار تابع خود از  نوع و مرتبه مدل یی شناسایبرااله قن می که در ادنشو ی مییشناسا رلگیتحل

گیری  سری تفاضلدر صورت نیاز از ) (PACF(ی سری ئو تابع خودهمبستگی جز) ACF(همبستگی 
  فولر- یافته دیکی تعمیمآزمون از  و حذف روند سنجش ایستایی ی براو) Lag( وقفه 16برای ) شده

  .شود می استفاده )1979 و فولر، یکید(
از روش نجا ی که در اپردازد یم شده ییشناسا یها مدل ی پارامترها و آزموننیتخمبه  مرحله دوم

 .شود می آزمون  درصد95 استفاده شده و معنادار بودن ضرایب در سطح اطمینان حداقل مربعات خطی
، )1978 (2زت، معیار اطلاعات شوار)1979 (1ائیکترین مدل از معیار اطلاعات آک  انتخاب مناسببرای

و  5میانگین قدر مطلق درصد خطا، 4، مجموع مربعات خطا)1970 (3 نهایی آکائیکبینی پیش خطای 
ها برای انتخاب بهترین مدل از با توجه به تعدد معیار.  شده است استفاده6ریشه میانگین مربعات خطا

 .  استفاده شده استTOPSIS روش

 یبررس( ییکارا ن مرحلهیدر ا .باشد می )آزمون پسماندها (مدل صیتشخ ینیبازب مرحله ،سوممرحله 
 7 باکس–آزمون الجانگ ن مقاله از ی که در اشود میده یسنج) یمدل مورد بررس یخطاها بودن یدفتصا

  ARIMAیها مدل باشد به گروهشده،کارا ن  که مدل برازشیدر صورت .استفاده شده است) 1978(
 به آن از استفاده با مدل، بهترین بعد از تشخیص  نهایتاً.میکن یگر از آنها را انتخاب می و مدل دهگشتبر

   ).2004تفیلد، چ (پردازیم می زمانی سری آینده مقادیر بینی پیش 
  

                                                 
1. Akaike Information Criteria (AIC) 
2. Schwartz Bayesian Criterion (SBC) 
3. Final Prediction Error (FPE) 
4. Sum of Squares Error (SSE) 
5. Mean Absolute Percentage Error (MAPE) 
6. Root Mean Square Error (RMSE) 
7. Ljung–Box Test 
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  ی روش شبکه عصب.2-3
های عملکردی مشابه شبکه  شبکه عصبی مصنوعی یک سیستم پردازش اطلاعات است که ویژگی

 خود یی کارای مصنوعی عصبیها شبکه ، دو دهه گذشتهطی ).1994ست، فاو( بی بیولوژیکی داردعص
 یشبکه عصب .)1997دار و استین،  (اند دهیده و نامفهوم به اثبات رسانیچیل پئ مساسازی مدلرا در 
 ی برا و هشدار دادنیبند ، طبقهیبند ، خوشهبینی پیش  ی برا که عمدتاًباشد می یک فناوری یمصنوع
  . )1994هاکینز،  (اند  استفاده شدهیعاد ری غیالگوها
ن یکه در ا هستند بینی پیش ل ئ مساخصوصج در ی شبکه را1شخوریه پیچندلا ی عصبیها بکهش

 یها هی لایها  پنهان، تعداد نرونیها هی تعداد لاانند میعوامل متعدد. مورد استفاده قرار گرفته استمقاله 
.  مؤثر باشندی عصبیها توانند در عملکرد شبکه ی میریادگیتم ین الگورییها و تع دهکردن دا پنهان، نرمال
ن موارد ی در ادامه ا کهشود میش و خطا حاصل ی مناسب شبکه با استفاده از تجربه، آزمایپس معمار
  .شوند یمشخص م

  
  شبکه ی معمار.1-2-3

   پنهانیها هین تعداد لاییتع. 1-1-2-3
 مسائل یه پنهان برایک لای از شتریبمحققان . وابسته استرها ی مسأله و تعداد متغیگدیچی به پن پارامتریا
تواند موجب بهبود  یه پنهان میاستفاده از دو لا .)1998و و هو، زانگ، پاتو(اند   استفاده کردهبینی پیش 

 رین متغیمقدار ان مقاله یدر ا. )1994و، یواسون، چانگ و لینیسرا ( شبکه شودیریادگیند یادر فر ییکارا
   . شده استدر نظر  دوک باریو  یک ک باری

  
   پنهانیها هی لایها ن تعداد نرونیی تع.2-1-2-3

 کمتر در یها در کل، شبکه با نرون . استیکی تئوریمبناو بدون ده یچی پیکارن پارامتر یان ییتع
زانگ ( شود میش از حد یرازش ب دارد و کمتر دچار بی بهتریریپذ می تعمییمعمولاً تواناپنهان  یها هیلا

 موجود یها یدگیچیص پیه پنهان، توان شبکه در تشخی لایها ش تعداد نرونیافزابا . )1998و دیگران، 
 ین قانون سرانگشتیچند. ابدی یمم شبکه کاهش یت تعمی قابلاماابد ی یش می افزایدر مجموعه آموزش

تنگ ( n از قانون  پنهانیها هی لایبرا  عصبی شبکهی برامقاله نیدر ا. شنهاد شده استین منظور پی ایبرا
  .شده استاستفاده ) های لایه ورودی است  نشان دهنده تعداد نرونnکه ( )1993ک، و فیش و

  
  
  

                                                 
1. Multi Layer Percpetron 
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  یه خروجی لایها ن تعداد نرونیی تع.3-1-2-3
 بینی پیش  مسائل در .شود میماً به مسأله مورد مطالعه مربوط ی و مستقباشد مین پارامتر نسبتاً آسان ین اییتع
مطرح است،  یبعدک دوره ی بینی پیش  که یمسائلدر .  تطابق داردبینی پیش ب با افق لن پارامتر اغیا

) زان تقاضایم (یک خروجیجا چون نیدر ا. رندیگ یک در نظر می را یه خروجی لایها تعداد نرون
  .ته شده استدر نظر گرف یک یه خروجی لایها ن تعداد نرونیوجود دارد، بنابرا

  
   ها  نرونیساز ن توابع فعالییتع. 4-1-2-3
. کند مین ییک شبکه را تعیک نرون و ی یها و خروج ین ورودیرابطه ب) تابع انتقال (یساز تابع فعال

ا مشابه ی متفاوت یها هی متفاوت در لایها  نرونی متفاوت برایساز ک شبکه ممکن است از توابع فعالی
 پنهان یها هی لایها  نرونی برا1یدیگموئیاز توابع انتقال زبیشتر محققان . )1990 ،برگنشان(استفاده کند 

ک یها در   نرونتمام ی برامقالهن یدر ا. )2001کائو، ( باشد مین تابع انتقال یتر جیکنند که را یاستفاده م
تانژانت "هان  پنیها هی لایها  نرونیساز تابع فعال . شده استع انتقال مشابه استفادهه از تابیلا
  .باشد می یخط یه خروجی نرون لایساز تابع فعال و باشد می "یدیگموئیک زیپربولیها
  

  ها دادهنرمال کردن  .5-1-2-3
 کوچکتر را تحت شعاع قرار ندهند و یها داده بزرگتر یها دادهکه نی ایها برا زکردن دادهینرمالا

 ی شبکه عصبیریادگیپنهان که مانع های  یهلا یها  از اشباع زود هنگام نرونیریجلوگبرای همچنین 
ها و  یکردن ورود  نرمالی برایه استانداردیچ رویه.  )2000شر، بهاجمر و ( است ی ضرورشود می

  . استفاده شده استها دادهکردن   نرمالی ساده برایساز نرمالاز  مقاله نیدر ا. ها وجود ندارد یخروج
  

max
n X

XX = )5         (                                                                                                         
 

 و حداکثر ارزش یر ورودی متغیشده، ارزش واقع ارزش نرمالب ی به ترت Xmaxو  Xn، X  در آن،که
  .باشد می یر ورودیمتغ

  
  ست مربوط به آموزش و تیها دادهن یی تع.6-1-2-3
 بینی پیش  یی توانایابی ارزی برا2 تستیها داده توسعه مدل و مجموعه ی آموزش برایها دادهمجموعه 

دو ن یان ییتع ی برایچ راه حل کلیه. )1992لهارت، جند، هابرمن و رام یو( شود میمدل انتخاب 

                                                 
1. Sigmoid Transfer Function 
2. Test Sample 
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ن یدر ا. استشنهاد شده یها پ ن مجموعهین ایی تعیروش براتجربی ن ی چنداماوجود ندارد، مجموعه 
 ها داده درصد 80 یعنی.  آموزش و تست استفاده شده استیها دادهن یی تعیبرا) 20/80(از روش  مقاله

  .باشد میی تست ها داده درصد مربوط به 20 و آموزش یها دادهمربوط به 
  

  ار عملکرد شبکهیمعن ییتع. 7-1-2-3
 آموزش یها داده یتوان به ماورا ی مله آنی است که به وسبینی پیش ار عملکرد دقت ین معیتر مهم

در که  باشد می MSE1 بینی پیش  مسائل سنجش عملکرد شبکه در یج برایار رایمع. دا کردی پیدسترس
  .استفاده شده است مقالهن یا

  

∑
=

−=
n

1t

2
tt )ŶY(

n
1MSE )6 (                                                                                         

 
  کیتم ژنتی الگوری طراح.2-2-3

ا ی یریادگی، کند می جدا یساز نهی بهیها گر روشی را از دی عصبیها شبکه که ین موضوعیتر ممه
 و 2 یادگیری با ناظر یکیدر حالت کلی دو نوع یادگیری وجود دارد. باشد میدن آنها یآموزش د

  .3یادگیری بدون ناظردیگری 
 4پس انتشار خطاتم ی، الگورشخوریه پیچندلا یها شبکه ی برایریادگی ،تمین الگوریتر جیرا

 یریادگی مرحله یک برایتم ژنتیاز الگورمقاله، ن ی در ا. با نظارت استیریادگیک روش ی که باشد می
ت که بر اساس  اسیساز نهی بهمسائلک روش جستجو بر حل یک یتم ژنتیالگور. استاستفاده شده 

مراحل انجام .  بدون ناظر استیریادگی یها  و در زمره روش)1975هالند، ( باشد میمفهوم تکامل 
  :ر استی در شبکه به قرار زیریادگی یک برایتم ژنتیالگور

ت ین مقاله، جمعی در ا.شود می هیت اولیجمعجاد یمورد اول مربوط به ا: تی جمعیپارامترها -
 تیاندازه جمع مربوط به یمورد بعد .جاد شده استی اکنواختیع یتوز کیبا  یتصادفه به صورت یاول
 در نظر 20 – 500ن یمعمولاً مقدار آن را ب. کند میان یت بین پارامتر تعداد افراد را در جمعیا  وشود می
نه یافتن مقدار بهی یبرا 180 و 150، 120، 100، 80، 50، 20ن پارامتر ین مقاله، مقدار ایدر ا. رندیگ یم

تم ی الگورین پارامتر تعداد تکرارهایا. باشد می 5ها تعداد نسل یتر بعدپارام .در نظر گرفته شده است

                                                 
1. Mean Squared Error 
2. Supervised Learning 
3. Unsupervised Learning 
4. Back Propagation 
5. Number of Generation 
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ن ین مقاله، مقدار ایدر ا. باشد میتم ی الگوری توقف اجرای از پارامترهایکی و دهد میک را نشان یژنت
  . نظر گرفته شده است در200 پارامتر

ر داده شوند و سپس تفاوت  در مدل قرامتغیرها بایست می تابع برازش ی معرفیبرا :تابع برازش -
افراد با ) تکرار(در هر نسل .  هر فرد محاسبه شودی برای واقعیها دادهزده شده و  نیر تخمین مقادیب

 :شود میف یر تعریق، تابع برازش به صورت زین تحقیدر ا. د بازگردانده شودیحداقل تفاوت با
 

∑
=

−=
n

1t
tt )2)^ŶY(

n
1/(1FunctionFitness )7                            (                                 

  

  .باشد می و تعداد مشاهدات بینی پیش ، مقدار یب مقدار واقعی به ترتn و tY ،tŶ  در آن،که
فه انتخاب ی وظن اپراتوریا. ک استیتم ژنتی الگوری از سه اپراتور اصلیکین اپراتور یا :انتخاب -

رزند بدهد فک یش از یش را به بیها  که بتواند ژنیک فرد در صورتی. دارد نسل بعد ین را برایوالد
استفاده  )1989گلدبرگ، ( 1انتخاب مسابقهق از روش ین تحقیدر ا. تواند به عنوان والد انتخاب شود یم

 :ر استی و شامل مراحل زباشد می مختلط یریگ  نمونهیها  روشین روش که از سریا. شده است

)2k(اندازه مسابقه را انتخاب کنید   ترتیبی تصادفی از افراد موجود در جمعیت ایجاد  سپس≤
شده در ترتیب با هم مقایسه شده و بهترین رشته به نسل   رشته فهرستkمقدار برازش اولین  و شود می

اگر ترتیب خالی شده باشد ترتیب . شود میه حذف شد های مقایسه  رشته،سپس. شود میبعد منتقل 
 که برای نسل بعد به انتخاب نیاز نباشد تکرار زمانی تا 4 و 3 مراحل  و در نهایتشود میدیگری ایجاد 

2k معمولاً از  وشود می   .شود می استفاده =
نجا ین پارامتر در ایاول. استک یتم ژنتی الگوری اصلی اپراتورهاءز جزین اپراتور نی ا:تقاطع -

 احتمال تقاطع ،نیبنابرا. جاد افراد استی ای برایات تقاطع روش اصلیعمل. باشد می 2احتمال تقاطعن ییتع
، مقدار آن مقالهن یدر ا. است] 0/2 - 0/9 [نیمقدار آن معمولاً ب. ار کندی را اختید نسبتاً مقدار بزرگیبا

0/88 = Pcدر نظر گرفته است  .  
 ی موجود برایها ان انواع روشیق از مین تحقیدر ا. قرار داردن روش تقاطع ییتع ن مورد،یاز ا پس

 تقاطع ین روش از مقدار برازش دو والد برایا.  شده استانتخاب 3یتقاطع کاوشن کار، روش یا
   :ندیآ یر بوجود مین دو والد قرار دارد به صورت زی که بی خطیفرزندان رو. کند میاستفاده 
  

                                                 
1. Tournament Selection 
2. Crossover Probability 
3. Heuristic Crossover 
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Offspring1 = BestParent + r *(BestParent −WorstParent)                              )8           (  

Offspring2 = BestParent                                                                                   )9  (         
  

.  در نظر گرفته است0/99در این مقاله، مقدار آن . شدبا می ]0 - 1[ن یک عدد بی r  در آن،که
  .دهد می را نشان موضوع  این)2(نمودار 

  

                                                           
  

  تقاطع ابتکاری. 2نمودار 
  

نجا ین پارامتر در ایاول.  استکیتم ژنتی الگوری اصلی اپراتورهاءز جزین اپراتور نیا :جهش -
ق، مقدار ین تحقیدر ا. باشد می ]0/0001 - 0/01[ن یمقدار آن معمولاً ب.  باشد می 1احتمال جهشن ییتع

 .  در نظر گرفته استPm = 0/01آن 
ن ی ایها موجود برا ان انواع روشیق از مین تحقیدر ا. باشد مین روش جهش یی، تعمرحله بعد

 ین روش ابتدا ژنی از کروموزوم آماده برایدر ا.  در نظر گرفته شده است2ختکنوایجهش کار، روش 
یعنی یک . بدیا جهش به صورت تصادفی انتخاب شده و مقدار آن به مقدار تصادفی دیگری تغییر می

 انتخاب شده و ژن موجود در آن مکان از باشد میکروموزوم   طولL که ]1 و L[عدد تصادفی در بازه 
  ):3 نمودار(م یباشد دار L = 9 و R = 5 اگر ،مثالبه عنوان . کند ییر میکروموزوم تغ

  

            
  

  جهش یکنواخت. 3نمودار 

                                                 
1. Mutation Probability 
2. Uniform Mutation 
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  .دهد می شبکه را نشان ی رویریادگیانجام  یچگونگ) 4(نمودار 

  

  
  

  ریتم ژنتیکوشبکه، توسط الگچگونگی انجام یادگیری روی . 4نمودار 
  

  ها دادهص ی تلخی و چگونگها دادهها،  شاخص. 3-3
 شرکت را در 250ش از یت بیع فعالیف وسین طیا. دنریگ ی را در بر میعیف وسی طیزات پزشکیتجه

 برخوردار یی بالایزات از فناوری که تجهیالبته در موارد.  داشته استیامر وادرات و صادرات در پ
  .شود می یت انحصاریعالن فیاست ا

 سنجش برای اسکن یت ی سیبردار ری تصویها دستگاهزات، ین تجهی اتمامان یق از مین تحقیدر ا
  .انتخاب شده است  آنیتقاضا
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ر به عنوان ی زیرهاین مقاله از متغیشده در ا ارائه ی تقاضابینی پیش  ستمیس: ها شاخص) الف
  :ندک می استفاده ی شبکه عصبیها و خروج یورود

 مورد استفاده در یدر تکنولوژرات ییت تغیاهمزان یمجا نیدر ا ):یورود (یچرخه عمر فناور -
   .باشد می یفیر کین متغی ا ودهنده مورد توجه است ینظر متقاضم از زات مورد تقاضایتجه

ا ی محصول یها یژگیم و وئت برابر با تمام علایفیتوان گفت که ک ی م):یورود(ت یفیک -
   .است یفیر کین متغی ا وباشد میشده  نیی تعیازهای نء ارضاییمربوط به تواناخدمت است که 

 استهلاک انباشته یعنی است که دستگاه مستهلک شود یانگر مدت زمانیب ):یورود(د یمف عمر -
 .باشد می یر کمین متغیا و شود می آن یدستگاه برابر با ارزش دفتر

زات از ی تجهی که متقاضشود می ییها نهیهز تمام شامل ک):یورود(ت ی تمام شده مالکیبها -
  .  استیر کمین متغی ا وپردازد  یان زمان استفاده از آن میل دستگاه تا پایابتدا تحص

زات یکننده از تجه کننده تعداد افراد استفاده انیب ):یورود(زات یکنندگان از تجه تعداد استفاده -
  .باشد می یر کمین متغی ا واست) ماهانه(ن ی معیک دوره زمانی یمورد نظر ط

د ی که از هنگام سفارش خریمدت زمان ):یورود(زات یافت تجهی دریر برایخأا تیزمان انتظار  -
  .باشد می یر کمین متغی ا وکشد یزات مورد نظر طول میافت تجهیتا هنگام در

 شرکت سوی که از ییها تی عبارت است از مجموعه فعال):یورود(خدمات پس از فروش  -
....  رات و ی، تعمیانداز ابد، از جمله آموزش، نصب و راهی ارتقا یت مشتری تا سطح رضاشود می یطراح
  .باشد می یفیر کین متغی ا وسنجد یرنده را میت خدمات گیزان رضایکه م

 یها  که از جانب ارگانییها العمل مجموعه دستور تیزان اهمیم ):یورود(ن و مقررات یقوان -
 تقاضا ی مبداء و مقصد رویها  در کشوریزات پزشکیه و پخش تجهی مربوط به تهالمللی بین و یداخل
  .است یفیر کین متغی ا ودارد

 خروجی بینی پیش در اینجا برای در نظر گرفتن عامل زمان در  ):یورود(ر وابسته ی متغیها وقفه -
هایی از دینامیک  بخش تا شود میدو دوره قبل متغیر وابسته به عنوان ورودی استفاده ک و یاز ورودی 
  .باشد میاین متغیر کمی  و شودسازی مدلزمانی وارد 

 موجود یها در دورهاسکن  یت ی دستگاه سیزان تقاضایبا مبرابر  ):یخروج(زان تقاضا یم -
  .باشد می یر کمین متغی ا وباشد می

له یبه وس یفی کیرهایمتغ. کند می استفاده سازی مدل ی تقاضا برایها داده از نیز ARIMAمدل 
  .باشد می اعداد حاصل به صورت متوسط  به اینکه توجه باده شده استیسنج) 1 - 9(اس یمق
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اداره گمرک، سازمان  به یحضور مراجعه قیطر از ازیموردن یکم یها داده :ها داده یآور جمع و هیته )ب
تأمین (شرکت  و ین اجتماعیمه تأمیران، بی ایران، نقطه تجاری ایولوژی رادی، اداره مرکزیبازرگان

   .به دست آمده است)1387-1371( یها در فاصله سال) اجتماعی
 استفاده از یبرا. باشد می 1382 سال ی موجود از ابتدایها داده، یفی کیرهای متغخصوصدر 

  Best Fit 1.5افزار نرمق ی از طریفی کیرهای متغی لازم برایها داده 1382  سال قبل ازیها  سالیها داده
  . شده استیازس هیشب

 دوره داده قابل استفاده 202ن تعداد یدر شبکه عصبی از ا.  دوره داده وجود دارد204نجا یدر ا
  :نیبنابرا. شود می کسر ها دادهاز کل داده دو دوره  ،ها تعداد وقفهل یرا به دلی زاست

  

Train Data = )    10 (                                                                                       162 = 202 × 0/80  

Test Data =  )    11                                                                                            (40 = 204 × 0/20  
  

ده  و مابقی برای تست مدل استفاسازی مدل برای ها داده درصد 80 نیز ARIMAدر قسمت 
 .اند شده

 EViews 5.0 یهارافزا نرم از ها دادهل ی تحلی براARIMA در بخش :ها داده لیو تحل صیتلخ) ج
 رافزا نرمک یتم ژنتی و الگوری عصبیها شبکه از نوار ابزار ی عصبیها شبکهدر بخش . استفاده شده است

MATLAB R2008b 7.7 استفاده شده استیساز نهی بهیبرا .  
  
  سازی مدلاصل از  حیها افتهی. 4

ن شبکه یی و تعیج شبکه عصبیو سپس نتا ARIMAمدل  محاسبات مربوط به ساختن ابتدا بخشن یدر ا
  .شود می ارائهنه یبه
  

  ARIMAمحاسبات مربوط به ساختن مدل . 1-4
  مدل مرتبه و نوع شناسایی. 1-1-4

 ی تقاضابینی پیش هت ج مایند آریا مورد استفاده در فریه سریل اویها داده نمودار )5(نمودار 
 .دهد میاسکن را نشان  یت یس
 
 
 
 
 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

je
rp

.ir
 o

n 
20

26
-0

2-
19

 ]
 

                            15 / 28

http://qjerp.ir/article-1-219-en.html


          57 فصلنامه پژوهشها و سیاستهای اقتصادی   شماره               

 

186

  
  

  اسکن تی سری زمانی تقاضای سی. 5نمودار 
 

 وقفه 20 ی را برای سریهمبستگ  تابع خود)6 (نمودار. شود میده ی سنجیسر) ییستایا (ییابتدا مانا
)Lag ( در نمودار طور که   همان.دهد مینشان)وقفه 20 تا یر تابع خود همبستگی مقاددهد می نشان )8 

ستا ی ممکن است این است که سریدهنده ا است و نشان) ی کاهشیشیافزا (ینوسی موج سی نوعیدارا
 یجه اجرای نت)1 (جدول. میده ی فولر را انجام م- یکیافته دیم یآزمون تعمشتر ینان بی اطمیابر .نباشد

  .دهد مین آزمون را نشان یا
  

  
 

  تابع همبستگی سری. 6نمودار 
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 3/4326- یاز مقدار بحران 2/2561- مقدار آماره آزمون دهد می نشان )1(طور که جدول  همان
شه ی ری دارای سریعنیتوان فرض صفر را رد کرد  ین نمی بنابرا.شتر استی ب درصد95نان یدر سطح اطم

 یریگ ک مرتبه تفاضلین بار با یگر اما ایبار د کی، آزمون را بنابراین .باشد میستا نیواحد است و ا
  .دهد مین آزمون را نشان ی ایجه اجرای نت)2 (جدول. میده یانجام م

  
  ADFنتایج اجرای آزمون . 1جدول 

)درصد(  
  ADF( -2/2561 (آماره آزمون

  4/0050-  1سطح   مقدار بحرانی
  3/4326-  5سطح   مقدار بحرانی

  3/1401-  10سطح   بحرانیمقدار 
  .نتایج تحقیق: مأخذ

  
  گیری  بعد از تفاضلADFنتایج اجرای آزمون . 2جدول 

)درصد(  
  ADF( -2/2561 (آماره آزمون

  4/0050-  1سطح   مقدار بحرانی
  3/4326-  5سطح   مقدار بحرانی
  3/1401-  10سطح   مقدار بحرانی

  .نتایج تحقیق: مأخذ
 

 3/4326- یاز مقدار بحران 12/5437- مقدار آماره آزمون دهد می نشان )2( همان طور که جدول
شه ی ری دارای سریعنیرفت یتوان فرض صفر را پذ ین نمی کمتر است، بنابرا درصد95نان یدر سطح اطم

جه ی در نتشود میستا ی ایریگ ک بار تفاضلی بعد از یب سرین ترتیبه ا. باشد میستا یست و ایواحد ن
1dمقدار پارامتر   .شود می =

 یسر PACFو  ACF ی نمودارهان کار ازی ایبرا. مدل است مرتبه و نوع حال نوبت به شناسایی
0dکه اگر  شود میاستفاده  به  )8(و ) 7(نمودار . شده استفاده کرد یریگ  تفاضلید از سری باشد با≠

 وقفه 16 یشده را برا یریگ  تفاضلی سریی جزیهمبستگ  خود و تابعیهمبستگ ب نمودار تابع خودیترت
)Lag ( دهد مینشان.  

  
 
 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

je
rp

.ir
 o

n 
20

26
-0

2-
19

 ]
 

                            17 / 28

http://qjerp.ir/article-1-219-en.html


          57 فصلنامه پژوهشها و سیاستهای اقتصادی   شماره               

 

188

  

 
 

 شده گیری تابع خودهمبستگی سری تفاضل. 7نمودار 

 

  
 

 شده گیری  سری تفاضل جزئیتابع خودهمبستگی. 8نمودار 

  
 مرتبه یشده برا یریگ  تفاضلیی جزیهمبستگ  و تابع خودیهمبستگ خودبا توجه به نمودار تابع 

ن ین و تخمیی جهت تعq = 1، 2، 3ن متحرک یانگی مرتبه می و براp = 1، 2، 3، 4، 5، 6و یاتورگرس
شوند  ی انتخاب می بررسی مدل برا27ب ین ترتیبه ا. ه در نظر گرفته شده استی اولیها مدل یپارامترها

  .ه شده استارائ )3 (که در جدول
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 ARIMAهای مورد بررسی در فرایند  مدل. 3جدول 
 

 مدل شماره مدل شماره مدل شماره مدل شماره
1 ARIMA )1،1،0(  8 ARIMA )2،1،0(15 ARIMA )3،1،2(22 ARIMA )1،1،5(  

2 ARIMA )2،1،0(  9 ARIMA )3،1،0(16 ARIMA )1،1،3(23 ARIMA )2،1،5(  

3 ARIMA )3،1،0(  10 ARIMA )1،1،1(17 ARIMA )2،1،3(24 ARIMA )3،1،5(  

4 ARIMA )4،1،0(  11 ARIMA )2،1،1(18 ARIMA )3،1،3(25 ARIMA )1،1،6(  

5 ARIMA )5،1،0(  12 ARIMA )3،1،1(19 ARIMA )1،1،4(26 ARIMA )2،1،6(  

6 ARIMA )6،1،0(  13 ARIMA )1،1،2(20 ARIMA )2،1،4(27 ARIMA )3،1،6(  

7 ARIMA )1،1،0(  14 ARIMA )2،1،2(21 ARIMA )3،1،4(  
  .نتایج تحقیق: مأخذ

  
  شده نیی تعیها مدل یها ن و آزمون پارامتری تخم.2-1-4
  ).5 جدول(شده   ردیها مدلو ) 4 جدول(شده ن  ردیها مدل. اند م شدهی به دو قسمت تقسها مدلنجا یدر ا

  
  های پذیرفته شده مدل. 4جدول 

  

  ضرایب
  مدل

1φ  2φ  3φ  4φ  5φ  1φ  
ARIMA )1،1،0(  -0/4684            

p-value 0/0000            
ARIMA )2،1،0(  -0/6807  -0/4399          

p-value  0/0000  0/0000          
ARIMA )3،1،0(  -0/8196  -0/6569  -0/3074        

p-value  0/0000  0/0000  0/0000        
ARIMA )4،1،0(  -0/8955  -0/8179  -0/5126  0/2442      

p-value  0/0000  0/0000  0/0000  0/0006      
ARIMA )5،1،0(  -0/9591  -0/9495  -0/7249  -0/4819  -0/2598    

p-value  0/0000  0/0000  0/0000  0/0000  0/0003    
ARIMA )0،1،1(            0/8806  

p-value            0/0000  
ARIMA )2،1،1(  -0/1786  -0/2223        0/8108  

p-value  0/0302  0/0053        0/0000  
  .نتایج تحقیق: مأخذ
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 ]1- و 1[ در بازه ها مدلب ی هم ضرایعنیشدن را دارند  رفتهی پذی دو شرط لازم براها مدلن یا
 95 با یعنی کوچکتر است 0/05آنها از   p-valueرای ز،دار هستند اعنب آنها میقرار دارند و هم ضرا

  .باشند میب فوق مخالف صفر یضراکه توان گفت  ینان می اطمدرصد
قرار دارند، پس ] 1- و 1[ ضرایب به دست آمده خارج از بازه ها مدلز ای رخ برای ب)5(در جدول 

 95 ضرایب به دست آمده در سطح اطمینان ها مدلتوان مدل را پذیرفت و برای تعداد دیگری از  نمی
 95دهنده این است که با   بزرگتر است و این نشان0/05آنها از   p-value معنادار نیستند، زیرادرصد
 و چون این ضرایب مربوط به دنباش می ضرایب فوق مساوی با صفر  کهتوان گفت  اطمینان میدرصد
  . توان مدل را پذیرفت  هستند نمیMA یا ARیند اهای پایانی مدل در فر مرتبه

  
  های پذیرفته نشده مدل. 5جدول 

  

  ضرایب
  مدل

1φ  2φ  3φ  4φ  5φ  6φ  1φ  2φ  3φ  
ARIMA )0،2،1(              1/1708  -1/1708   

p-value             0/0000  0/0104    
ARIMA )0،1،3(              0/9967  0/0383  -0/1805 

p-value             0/0000  0/6947  0/0775  
ARIMA )1،1،1(  -0/1078           0/8627      

p-value 0/1754            0/0000      
ARIMA )1،1،2(  -0/8202           0/0547  0/7284    

p-value 0/6645            0/9769  0/6546    
ARIMA )1،1،3(  -0/1070           0/8918  0/1384  -0/1899 

p-value 0/7877            0/0229  0/7274  0/0273  
ARIMA )2،1،2(  0/1180  -0/1966         1/1192  -0/2749   

p-value 0/6708  0/0263          0/0001  0/2640    
ARIMA )2،1،3(  1/0425  -0/7263         2/1173  -1/9233 0/7114  

p-value 0/0000  0/0000          0/0000  0/0000  0/0000  
ARIMA )3،1،1(  -0/2079 -0/2466 -0/0554       0/7913      

p-value 0/0318  0/0064  0/5285        0/0000      
ARIMA )3،1،2(  -1/1367 -0/4002 -0/2351       -0/1824 0/8039    

p-value 0/0000  0/0024  0/0029        0/0007  0/0000    
ARIMA )3،1،3(  -0/8311 -0/0508 -0/1988       0/1512  0/8413  -0/3033 
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  .5ادامه جدول 
  ضرایب

  مدل
1φ  2φ  3φ  4φ  5φ  6φ  1φ  2φ  3φ  

p-value 0/0010  0/8593  0/0235        0/5559  0/0000  0/1606  
ARIMA )4،1،1(  -0/2415 -0/2859 -0/0897 -0/0560     0/7614      

p-value 0/0317  0/0104  0/3966  0/5378      0/0000      
ARIMA )4،1،2(  -1/1548 -0/4303 -0/2872 -0/0420     0/1970  -0/7948   

p-value 0/0000  0/0070  0/0555  0/6288      0/0028  0/0000    
ARIMA )4،1،3(  -0/8926 -0/1384 -0/1914 0/0146      0/0766  0/8388  -0/2318 

p-value 0/0955  0/8209  0/4639  0/9278      0/8874  0/0000  0/5827  
ARIMA )5،1،1(  -0/3201 -0/3625 -0/1714 -0/1145 -0/0599   0/6875      

p-value 0/0330  0/0144  0/2522  0/3393  0/5340    0/0000      
ARIMA )5،1،2(  -1/1089 -0/5389 -0/3866 -0/1830 -0/1115   -0/1237 0/6323    

p-value 0/0000  0/0059  0/0409  0/2616  0/2209    0/4811  0/0000    
ARIMA )5،1،3(  -0/8468 -0/1131 -0/2126 -0/0283 -0/0445   0/1189  0/8236  -0/2892 

p-value 0/0041  0/7417  0/2732  0/8656  0/6263    0/6886  0/0000  0/2064  
ARIMA )6،1،0(  -0/9815 -0/9897 -0/7854 -0/5648 -0/3436 -0/1001       

p-value 0/0000  0/0000  0/0000  0/0000  0/0006  0/1659        
ARIMA )6،1،1(  -0/1941 -0/2354 -0/0387 0/0055  0/0346  0/1048  0/8106      

p-value 0/2550  0/1678  0/8256  0/9713  0/7764  0/2813  0/0000      
ARIMA )6،1،2(  -0/9502 -0/4682 -0/3024 -0/1138 -0/0436 0/0619  0/0336  0/5465    

p-value 0/0003  0/0683  0/2488  0/6178  0/8070  0/5645  0/8935  0/0014    
ARIMA )6،1،3(  -1/8396 -1/5485 -0/7364 -0/4014 -0/1082 0/0260  -0/9220 0/3180  0/7651  

p-value 0/0000  0/0000  0/0398  0/2227  0/6228  0/7854  0/0000  0/0424  0/0000  
  .نتایج تحقیق: مأخذ

 
شده  ی پذیرفتهها مدلبرای ی قابل قبول نوبت به محاسبه معیار ذکرشده ها مدل از تعیین پس

   . محاسبه شده است)6(رسد که این معیارها در جدول می
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  شده معیارهای انتخاب محاسبه. 6جدول 
  

  مدل  معیارها
AIC SBC  FPE  SSE  MAPE  

ARIMA )1،1،0(  1/9894  2/006  0/4331  85/6364  36/9659  
ARIMA )2،1،0(  1/7868  1/8197  0/3551  68/8833  34/6544  
ARIMA )3،1،0(  1/7002  1/7497  0/3296  62/2222  33/2701  
ARIMA )4،1،0(  1/6527  1/7189  0/3182  58/4373  32/3533  
ARIMA )5،1،0(  1/5976  1/6806  0/3065  54/4610  30/9080  
ARIMA )0،1،1(  1/5606  1/5968  0/2985  57/1675  32/1602  
ARIMA )2،1،1(  1/5558  1/6051  0/2929  54/1315  30/7108  

  .نتایج تحقیق: ذمأخ
 

 )7(جدول.  استفاده شده استTOPSISبرای انتخاب بهترین مدل از روش  شد ذکرکه  همان طور
 ARIMA(2,1,1)مدل  )7( به این ترتیب، با توجه به جدول.دهد می را نشان ها مدلبندی نهایی  رتبه

  .ترین مدل در بخش آریما است مناسباحتمالاً 
  

  TOPSISها با استفاده از  لبندی نهایی مد رتبه. 7جدول 
 

 رتبه مدل امتیاز هر گزینه
0/9938 ARIMA )2،1،1(  1 

0/9136 ARIMA )5،1،0(  2 

0/9129 ARIMA )0،1،1(  3 

0/8099 ARIMA )4،1،0(  4 

0/7071 ARIMA )3،1،0(  5 

0/5107 ARIMA )2،1،0(  6 

0 ARIMA )1،1،0(  7 

  .نتایج تحقیق: مأخذ
 

  )ماندهاآزمون پس (یصی تشخیبررس. 2-4
. شود می انجام  Ljung-Boxنجا توسط آزمونین کار در ایاکه در بخش سوم گفته شد،  همان طور
   ).8جدول ( انجام شده است 24 و 18، 12 سه لگ یبرا ARIMA(2,1,1) مدل یآزمون برا
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 Ljung-Boxنتایج آزمون . 8جدول 
 

 p-value  مقدار بحرانی  درجه آزادی Qآماره   لگ
12  15/6687  9  16/9190  0/0741  
18  22/6479  15  24/9985  0/0919  
24  31/8354  21  32/6707  0/0608  

  .نتایج تحقیق: مأخذ
  

مقدار آماره آزمون کمتر از  لگ مورد آزمون، 3 در هر دهد می نشان )8(طور که جدول همان
 پسماندها  بودنیدهنده تصادف فرض صفر رد نشده و نشان پس) p-value < 0/05( است یمقدار بحران

ن مدل در بخش یست و مدل فوق به عنوان بهتریگر نی دیها مدل ی به بررسیازیب نین ترتی به ا.باشد می
  :باشد میر یبه صورت ز ییمدل نها. شود میما انتخاب یآر

  

tt
2 Z)B8108.01(X)B1)(B2223.0B1786.01( +=−−− )12                 (                  

  
  یع مصنوی مربوط به شبکه عصبیها افتهی .3-4
 یها تیه پنهان بر اساس اندازه جمعیک بار هم با دو لایه پنهان و یک لایک بار با ی شبکه بخشن یدر ا

   . شده استارائه )9(ج آن در جدولیآموزش داده شد که نتا بار 50 یک هر گفته شده در بخش سوم
 

  نتایج اجرای شبکه عصبی مصنوعی. 9جدول 
  

 شبکه با دو لایه پنهان شبکه با یک لایه پنهان
اندازه 
 Mse جمعیت

  آموزش
Mse 
  تست

متوسط زمان آموزش 
 )دقیقه(

Mse 
  آموزش

Mse 
  تست

متوسط زمان آموزش 
 )دقیقه(

20 0/2415 0/1676 2/2 0/2297 0/1621 4/6 

50 0/2397 0/1687 6/7 0/2295 0/1602 7/6 

80 0/2347 0/1599 10/65 0/2264 0/1587 12/21 

100 0/2298 0/1544 16/76 0/2238 0/1531 17/65 

120 0/2218 0/1539 21/88 0/2187 0/1501 21/87 

150 0/2199 0/1502 35/87 0/2086 0/1463 38/21 

180 0/2290 0/1564 42/53 0/2099 0/1487 47/89 

  .نتایج تحقیق: مأخذ
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نهان با ه پی، شبکه با دو لای مصنوعی در قسمت شبکه عصبدهد می نشان )9 (که جدول همان طور
 بینی پیش نه در یر موارد دارد و به عنوان شبکه بهی نسبت به سای عملکرد بهتر150ت یاندازه جمع

  .شود می انتخاب اسکن یت ی دستگاه سیتقاضا
نمودار و  ARIMAی تست برای مدل ها دادهشده  بینی پیش مقایسه بین اعداد واقعی و ) 9(نمودار 

 نشان ی را توسط مدل شبکه عصبی واقعیها داده تست و یها دادهشده  ر روندیمقاده سی مقا)10(
  .دهد می

 

  
  

  های تست برای مدل آریما شده داده بینی مقایسه بین اعداد واقعی و پیش. 9نمودار 
 

 
 

  ANNی تست برای مدل ها شده داده بینی  واقعی و پیشمقادیرمقایسه بین . 10نمودار 
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ی ها دادهبرای  را ی انتخابدو مدل هر یها ی خروجیجش خطانس یارهایر معیمقاد )10(دولج
  . دهد می نشان MAPEو  MSEار ی دو معیبراتست 

  
  های تست معیارهای سنجش خطا برای دو مدل برای داده. 10جدول 

 

  مدل  معیارها
MSE MAPE  

ANN 0/1463  9/342  
ARIMA )2،1،1(  0/5610  22/764  

  .نتایج تحقیق: مأخذ
  

 داشته ی کمتری که خطایسه شود و هر مدلید مقایج دو مدل بایشده نتا شنهادی پستمیس اساسبر 
بکه مدل ش )10(ج جدولیبا توجه به نتا. اسکن انتخاب شود یت ی دستگاه سی تقاضابینی پیش   یباشد برا

 ریکتر از مقادیار نزدیشده توسط آن بس نیبی پیش ر یمقاد است و ی کمتری خطای دارایعصب
  .شود مینه انتخاب یبه عنوان مدل به است و یر واقعیما به مقادیشده توسط مدل آر بینی پیش 

  
  یریگ جهینت. 5
 بر اساس یزات پزشکی تجهی تقاضابینی پیش  ی را برابینی پیش  یا سهی مقاستمیسک ین مقاله یا

 بینی پیش  یتوسعه داده است که برا شخوریه پیچندلا ی عصبیها شبکهره و ی تک متغیمای آریها روش
 سازی مدلشنهاد شده قصد دارد تا ی پستمیس. ز قابل استفاده استیگر نی دیزات پزشکیر تجهی سایتقاضا

ه یک روین، یبنابرا. کندسه ی مقاکار برده ون تقاضا بی تخمیبرا مستدل یبا کارما را ی و آریشبکه عصب
. حاصل شود یتر قی دقیها بینی پیش  برد تا  یکار مما را بی و آری شبکه عصبیها روش که یدو قسمت
 مختلف بهداشت و درمان اگر به صورت سالانه انجام شود یها  در قسمتبینی پیش  نکهیگر ایمورد د

ستفاده  ابینی پیش  ین بخش برای مرتبط با ای کلان ملیرهایتوان از متغآورد تا ب ی را فراهم من امکانیا
 که روش دهد میج نشان ی نتایابیارز.  آن انتخاب شدی سنجش تقاضابرایاسکن ج یت یدستگاه س. کرد

  .دهد می را انجام یتر قی دقبینی پیش  یشبکه عصب
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